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ABSTRACT

Debate over what influence (if any) solar variability has had on surface air temperature trends since the 19th century has been controversial. In this paper, we consider two factors which may have contributed to this controversy:

1. Several different solar variability datasets exist. While each of these datasets is constructed on plausible grounds, they often imply contradictory estimates for the trends in solar activity since the 19th century.
2. Although attempts have been made to account for non-climatic biases in previous estimates of surface air temperature trends, recent research by two of the authors has shown that current estimates are likely still affected by non-climatic biases, particularly urbanization bias.

With these points in mind, we first review the debate over solar variability. We summarize the points of general agreement between most groups and the aspects which still remain controversial. We discuss possible future research which may help resolve the controversy of these aspects. Then, in order to account for the problem of urbanization bias, we compile a new estimate of Northern Hemisphere surface air temperature trends since 1881, using records from predominantly rural stations in the monthly Global Historical Climatology Network dataset. Like previous weather station-based estimates, our new estimate suggests that surface air temperatures warmed during the 1880s-1940s and 1980s-2000s. However, this new estimate suggests these two warming periods were separated by a pronounced cooling period during the 1950s-1970s and that the relative warmth of the mid-20th century warm period was comparable to the recent warm period.

We then compare our weather station-based temperature trend estimate to several other independent estimates. This new record is found to be consistent with estimates of Northern Hemisphere Sea Surface Temperature (SST) trends, as well as temperature proxy-based estimates derived from glacier length records and...
from tree ring widths. However, the multi-model means of the recent Coupled Model Intercomparison Project Phase 5 (CMIP5) climate model hindcasts were unable to adequately reproduce the new estimate – although the modelling of certain volcanic eruptions did seem to be reasonably well reproduced.

Finally, we compare our new composite to one of the solar variability datasets not considered by the CMIP5 climate models, i.e., Scafetta & Willson, 2014’s update to the Hoyt & Schatten, 1993 dataset. A strong correlation is found between these two datasets, implying that solar variability has been the dominant influence on Northern Hemisphere temperature trends since at least 1881. We discuss the significance of this apparent correlation, and its implications for previous studies which have instead suggested that increasing atmospheric carbon dioxide has been the dominant influence.

---
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1. Introduction

In recent years, there has been considerable debate over what influence (if any) solar variability has had on global and regional surface air temperature trends since the 19th century. Some authors have argued for a large role (e.g., Soon, 2005; Svensmark et al., 2009; Le Mouël et al., 2010; Vahrehnolt & Lüning, 2013; Scafetta & Willson, 2014); others have argued that it has only played a minor role in recent decades (e.g., Solanki & Krivova, 2003; Balling & Roy, 2005; Gray et al., 2010; Bindoff et al., 2013); while others have argued it has played little (if any) role (e.g., Foukal et al., 2006; Clette et al., 2014; Tsinis et al., 2015). One of us (WS) has been an active participant in this debate, (e.g., Zhang et al., 1994; Soon & Yaskell, 2003; Soon, 2005; Soon, 2009; Soon et al., 2011; Soon & Legates, 2013; Soon, 2014), which has become particularly significant lately, since the latest Global Climate Model hindcasts used by the Intergovernmental Panel on Climate Change (IPCC) reports have indicated that solar variability has only had a modest influence on recent temperature trends. As a result, the latest IPCC reports concluded that temperature trends since 1951 are mostly "...due to the observed anthropogenic increase in greenhouse gas (GHG) concentrations" (Bindoff et al., 2013).

One reason for the lack of resolution of the debate is that the available information on solar variability is still rather limited, and as a result different estimates for solar trends are often contradictory. For instance, of the three satellite-based estimates for the Total Solar Irradiance (TSI) activity since 1978, one suggests there has been a general decrease (e.g., Fröhlich, 2006; Fröhlich, 2012; Fröhlich, 2013); one suggests there has been no discernible trend (e.g., Mekaoui & Dewitte, 2008; Mekaoui et al., 2010); and the third suggests an increase until about 2000 followed by a decrease (e.g., Willson, 2014; Scafetta & Willson, 2014). The Total Solar Irradiance (sometimes referred to as "solar activity") is the aspect of solar variability which is most likely to directly influence climate. Therefore, in this paper we will usually treat the terms synonymously – although we will briefly consider in Section 2.3 other aspects of solar variability which may indirectly influence the climate, e.g., the strength of the solar wind.

---

1 Typically, the term “temperature trend” refers to decadal to multi-decadal, or longer, secular trends of either warming or cooling, as opposed to shorter-term “temperature variability” associated with events such as ENSO processes, or large volcanic eruptions.

2 A “hindcast” is the opposite of a forecast, i.e., a retrospective “prediction” of what is expected to have occurred in the past.
Another problem is that debate exists over the extent to which non-climatic biases in the instrumental records have biased current global temperature trend estimates, e.g., see the debate between Le Mouël et al. (2009; 2011) and Legras et al. (2010). In particular, for many years, there has been concern that the development and expansion of “urban heat islands” (e.g., Stewart & Oke, 2012) around many weather stations may have introduced a warming “urbanization bias” into regional (and possibly global) temperature trend estimates (e.g., Mitchell, 1953; Karl et al., 1988; Balling & Idso, 1989; Ren et al., 2008; Ren & Ren, 2011; Yang et al., 2011; Li et al., 2013; Yang et al., 2013; Symmons, 2014).

Several studies have claimed that urbanization bias has not substantially biased current estimates (e.g., Peterson et al., 1999; Parker, 2006; Wickham et al., 2013) and/or that data homogenization has effectively removed the problem (e.g., Menne et al., 2009; Hansen et al., 2010; Lawrimore et al., 2011; Hausfather et al., 2013). However, in a series of three companion papers, two of us (RC & MC) have recently shown that there were flaws in each of these earlier studies, and that urbanization bias is indeed a substantial (and insidious) problem for the current weather station-based temperature estimates (Connolly & Connolly, 2014a; Connolly & Connolly, 2014b; Connolly & Connolly, 2014c).

With this in mind, we have tried in this collaborative paper to address both problems simultaneously. First, we review the reasons for the ongoing solar variability debate. Second, we construct and assess a new Northern Hemisphere temperature trend estimate derived from predominantly rural stations taken from the widely-used Global Historical Climatology Network (GHCN) dataset (Lawrimore et al., 2011). We then present evidence which suggests that Northern Hemisphere temperature trends since the 19th century have actually been heavily influenced by changes in solar variability. However, before we do so, it may be helpful to briefly discuss the caveats associated with analyses that rely on apparent correlations between datasets.

1.1. A cautionary comment on different types of correlations

Much of the research into the possible influence of solar variability on the Earth’s climate has relied on the presence (or absence) of apparent correlations between various solar variability datasets and climatic datasets. However, correlation does not necessarily imply causation. That is, there are at least four types of correlations:

1. **Causal correlation.** One of the variables directly influences the other, and so changes in that variable over time will tend to cause a corresponding change in the other variable. Sometimes both variables can influence each other, in which case changes in one of the variables can sometimes trigger a feedback loop. However, if one variable can cause a change in the other, but not vice versa, then we say that the “direction of causation” lies from the former to the latter.

2. **Commensal correlation.** Both variables are influenced by a common factor. So, changes in that common (“parent”) factor over time will induce corresponding changes in both variables.

3. **Coincidental correlation.** The two datasets are completely independent of each other. However, due to the variability within both datasets, over a short period of time the trends of both variables temporarily appear to be correlated. Often, when these datasets are updated with further data, the apparent correlation will start to break down.
4. **Constructional correlation.** When one of the datasets was being constructed, it might have been assumed that it should be related to the other. When subjective decisions are made, researchers may mistakenly allow confirmation bias (e.g., Nickerson, 1998) to affect their decision. As a result, this could have artificially introduced an apparent correlation between the two datasets.

For a given correlation, it is possible that more than one factor might be at play. For instance, one variable might genuinely be causally or commensally correlated to the other, but the apparent strength of the correlation might have been exaggerated by a coincidental or constructional correlation. On the other hand, one variable might directly influence the other, but if the second variable is also influenced by other factors, this could reduce the apparent strength of the correlation over short periods of time (i.e., whenever more than one factor is influencing the second variable).

In the case of an apparent correlation between a given solar variability dataset and a climatic dataset, if the correlation is causal then it seems reasonable to assume that the direction of causation lies from the former to the latter. That is, it seems safe to assume that solar variability would be influencing the Earth’s climate, rather than the other way around. In some cases, changes in a climatic dataset may appear to precede the changes in solar variability. While this may often indicate that the apparent correlation is spurious, we must caution that this is not always the case. For instance, the variable being used as a solar proxy might lag the actual solar variability. Or, if there are cyclical patterns in both the solar and climate variables, then differences in phase might incorrectly create the impression that the effect precedes the cause.

In many cases, it should not make too much difference to our conclusions whether the correlation is causal or commensal. If a given solar-climate correlation were commensal, then this would indicate that some (possibly unknown) factor which is influencing the Earth’s climate is also influencing a particular aspect of solar variability. However, if that factor was influencing some aspect of solar variability, it would presumably be some other form of solar variability, and therefore the correlation would still be with solar variability.

It follows that our primary concern should be the possibility that either of the other two types of correlation is involved. For if the apparent correlations are either coincidental or constructional in nature, then an apparently strong link between surface air temperatures (for example) and solar variability can be considered spurious.

**1.2. Format of this article**

The format of this article is as follows:

- In Section 2, we review the solar variability debate and discuss the evidence for and against various different estimates of solar trends since the 19th century
- In Section 3, we look in detail at four regions in the Northern Hemisphere (China, U.S., Ireland and the Arctic) and determine the regional temperature trends for these areas using data from predominantly rural stations
• In Section 4, we combine our four regional estimates into a single Northern Hemisphere composite covering the period 1881-2014. We then compare and contrast this composite with several other estimates of Northern Hemisphere temperature trends.

• In Section 5, we identify and discuss an apparently strong relationship between our new Northern Hemisphere composite and the updated version of Hoyt & Schatten’s estimate of solar activity trends (Hoyt & Schatten, 1993; updated by Scafetta & Willson, 2014).

• Finally, in Section 6, we offer some concluding remarks.

2. Review of the solar variability debate

For thousands of years, researchers have considered the possibility that changes in solar activity can lead to climate change on Earth, e.g., Theophrastus (371-287 BC) suggested there might be a connection between sunspots and rain and wind (see p. 2 of Soon & Yaskell, 2003 and refs. therein). However, without systematic and quantitative measurements and records with which to check these possibilities, any such theories remained mostly speculative. We will consider climate records in Sections 3 and 4, but in this section, we will focus on the various attempts to quantify solar activity and how it has changed over the years.

As technology has improved, so has the ability of astronomers to monitor and observe the Sun’s activity (Harvey, 2013). The invention of the telescope in the 17th century provided one such improvement. In particular, this allowed Sun observers to record more accurate and detailed sunspot observations (Hoyt & Schatten, 1998; Arlt et al., 2013; Clette et al., 2014). These sunspot records reveal a pseudo-cyclical pattern of sunspot activity with a period of around 11 years (typically varying between 8 and 14 years). At the start and end of each “cycle”, very few sunspots are observed, but during the middle of the cycle, large numbers of sunspots are frequently observed.

As will be discussed in Section 2.2, the exact relationship between sunspot activity and solar activity is still not entirely clear. However, it is now well established that increases and decreases in sunspot activity are associated with corresponding changes in solar activity (e.g., Solanki & Fligge, 1999; Gray et al., 2010; Fröhlich, 2012; Willson, 2014). Therefore, as we will discuss in Section 2.2, changes in sunspot activity inferred from these sunspot records are often used as a solar “proxy” to approximate solar activity.

At any rate, to some of these early astronomers, changes in sunspot activity were indicative of solar variability, and several researchers used their own sunspot records to study possible connections with the Earth’s climate. For instance, the Jesuit astronomer Giovanni Battista Riccioli (1598-1671) speculated about the connection of sunspot activity and weather in his Almagestum novum published in 1651. Later, the Mexican astronomer and meteorologist, Jose Antonio Alzate (1737-1799) in 1784 suggested an apparent correlation between sunspot activity and crop prices (Galindo & Saladino, 2008), as did the German-born British astronomer, William Herschel (1738-1822) in 1801 (Herschel, 1801a; Herschel, 1801b). More modern sun-climate linkages include the demonstration by Neff et al. (2001) of an apparently strong correlation between fluctuations in cosmogenic radiocarbon (i.e., a proxy for solar activity) and oxygen isotope composition (i.e., a proxy for rainfall) during the mid-Holocene in a speleothem from Oman.
Many of these apparent correlations have since been disputed (e.g., Love, 2013), although others have suggested there may be truth in some of them (e.g., Langley, 1888; Menzel, 1959; Pustil’nik & Yom Din, 2004). However, it must be recognised that the above astronomers were acutely conscious of the limited data that was available to them, and were advocating for more data to be collected, so that more robust studies could be carried out in the future (e.g., Galindo & Saladino, 2008).

In the centuries since the invention of the telescope, and particularly in recent decades, astronomical technology has continued to improve dramatically, e.g., the setting up of permanent astronomical observatories. In particular, starting in 1978, satellites have been able to monitor, from above the atmosphere, the Total Solar Irradiance reaching the Earth. Since ground-based measurements are made at the bottom of the atmosphere, by the time the incoming solar radiation has reached the measuring devices, it has already interacted with the atmosphere, e.g., by absorption or reflection. Therefore, the space-based observations from satellites provide more direct measurements of the true solar variability than do the previous ground-based measurements. With this in mind, we next consider the debate over the data during “the satellite era”, i.e., 1978-present.

2.1. The satellite era

When we are considering the possible role of solar variability on the Earth’s climate, it is first important to distinguish between actual variability in the irradiance emitted by the Sun (“solar variability”) and the variability of the solar irradiance reaching the Earth (“orbital variability”).

The seasonality of the local incoming solar irradiance is obvious from the seasons of the year. That is, in the Northern Hemisphere, the incoming solar irradiance is at a minimum in December/January (“winter”) and a maximum in June/July (“summer”), while in the Southern Hemisphere, the seasons are reversed. However, because the Earth’s orbit of the Sun is elliptical and not circular, in addition to this local seasonality, there is also seasonal variation in the total solar irradiance reaching the Earth.

![Figure 1. Mean daily variability of the total solar irradiance at the top of the Earth's atmosphere, over the annual cycle. Values were calculated at Earth distance using data from the SORCE satellite mission (2003-2013). Downloaded in July 2015 from http://lasp.colorado.edu/home/sorce/](image)

As can be seen from Figure 1, the total amount of solar radiation reaching the Earth currently is at a maximum in January and a minimum in July, since the Earth-Sun distance is at a minimum in January. This factor is known to change over time-scales of tens to hundreds of...
thousands of years due to the cyclical variability in the Earth's orbit (Berger et al., 1993). These “Milankovitch cycles” are believed to be a significant factor in the glacial to inter-glacial transitions of the ice ages (Berger, 1988; Roe, 2006). At present, the difference between the January and July solar radiation is quite substantial, at about 6.5% of the average solar radiation (~88 W/m$^2$).

While this orbital variability obviously has a strong influence on surface air temperatures, it is independent of the actual solar variability. Therefore, when we are specifically considering the effects of solar variability on climate, we are usually interested in the Total Solar Irradiance (TSI) at a fixed Earth-Sun distance. Hence, the daily measured values recorded by satellites are typically rescaled to the values they would have if the satellite was exactly 1 Astronomical Unit (AU) from the Sun, i.e., the average distance of the Earth from the Sun.

Figure 2 shows the estimates of Total Solar Irradiance (TSI) at 1 AU from all seven of the solar monitoring satellites launched since 1978. Several key points which are relevant to our discussion are immediately apparent.

Although each of the satellites implies a similar range of solar variability during a given solar cycle, the absolute Total Solar Irradiances reported by each satellite are often quite different. For instance, the NIMBUS7/ERB satellite recorded values in the range 1370-1375 W/m$^2$, while the SMM/ACRIM1 satellite recorded values in the range 1365-1370 W/m$^2$, even though both satellites were monitoring the Sun at the same time.

Figure 2. Estimates of Total Solar Irradiance (TSI) from all seven of the TSI satellites launched since the start of the satellite era, i.e., since 1978. Individual satellite data series were downloaded on 17 March 2015 from the following websites:
- ftp://ftp.ngdc.noaa.gov/STP/SOLAR_DATA/SOLAR_IRRADIANCE/nimbus.plt (NIMBUS);
- http://lasp.colorado.edu/home/sorce/data/ (SORCE/TIM);
- ftp://ftp.pmodwrc.ch/pub/data/irradiance/virgo/TSI/ (VIRGO);
This brings us to our first point of contention, i.e., during the satellite era, what has been the mean absolute Total Solar Irradiance (at 1 AU)? The first two satellites seemed to imply the value was somewhere in the range 1365-1375 W/m². However, by the mid-1990s, the solar monitoring community began to converge on a consensus that these early estimates were due to problems in instrumentation and the true value was actually about 1365 W/m² (e.g., Crommelynck et al., 1995; Mekaoui et al., 2010). Later, however, as new replacement satellites were launched, some researchers began arguing that the true value was actually around 1361 Wm² (e.g., Kopp & Lean, 2011; Willson, 2014).

This more recent value is similar to a theoretical prediction of about 1360 Wm⁻² by Monin & Shishkov that was based on assuming an effective temperature of the Sun of 5770 K and luminosity of 3.83 x 10²⁶ W (Monin & Shishkov, 2000; see p. 385). It is also consistent with the suggested calibrated values of about 1361 Wm⁻² by the PREMOS (Precision Monitoring Sensor onboard the PICARD satellite mission) experiments (W. Schmutz, 2012, private communication with WS). So, maybe the true value is ~1360-1361 Wm⁻².

On the other hand, some researchers suggest that the mid-1990s consensus of ~1365-1366 Wm⁻² is more reliable (e.g., Mekaoui et al., 2010). Meanwhile, a recent analysis by Fontenla et al. suggests a theoretical value, based on physical modelling, of 1379.9 Wm⁻² (Fontenla et al., 2011). Although Fontenla et al.,’s (semi-empirical) model result is higher than any of the satellite measurements, their model (which separately modelled 9 aspects of solar variability) was able to describe the observed solar cycle trends very well over most of Solar Cycle 23, indicating that it is a very plausible result. In other words, after ~35 years of satellite measurements, it is still unclear exactly what the mean absolute value of Total Solar Irradiance has been over the satellite era, and the various values that have been proposed are still the subject of considerable debate (e.g., Kopp & Lean, 2011; Willson, 2014; Mekaoui et al., 2010; Fontenla et al., 2011).

 Nonetheless, despite the ongoing debate over the absolute values, all of the satellites appear to agree on the general “rising then falling” trends over each of the “solar cycles”. The solar cycle numbers during the satellite era are shown at the top of Figure 2. These numbers were originally defined based on the sunspot cycles described earlier (Hoyt & Schatten, 1998).

By comparing the Total Solar Irradiance measurements of individual satellites to the contemporaneous sunspot records, it is clear that the sunspot cycles are indeed closely correlated to the solar cycles (e.g., Solanki & Fligge, 2000; Fröhlich, 2012; Willson, 2014; Gray et al., 2010). That is, when sunspot activity is increasing or decreasing, solar activity is rising or falling in like manner. However, while this confirms that sunspot cycles are an important component of solar activity, other solar activity components could also introduce significant longer-term (“secular”) trends into the solar activity (e.g., Solanki & Fligge, 2000; Hoyt & Schatten, 1993). In other words, underlying the ~11 year sunspot cycle, there may also be longer-term trends. Hence, it is important to compare the relative magnitudes of the solar activity peaks and troughs between cycles.

So far, none of the satellites have been in operation for more than about 1.5 solar cycles. Therefore, by themselves, they cannot be used for studying the long term trends over the satellite era. Instead, to study long term trends, the individual satellites need to be composited together.

Some of the scientific problems involved in the accurate calibration of satellite instruments are discussed by BenMoussa et al. (2013). These
include the cavity radiometers used for measuring Total Solar Irradiance, which are strongly affected by in-orbit light, charged-particle radiation exposures, and orbital decay.

With this in mind, some more limitations of the current data are apparent from Figure 2. A close inspection of the individual satellite measurements in Figure 2 reveals that there are subtle, but significant differences in the trends between cycles. For instance, while the ACRIM3 and TIM satellites both are currently reporting similar values for Total Solar Irradiance, when TIM was first launched, it was recording a lower Total Solar Irradiance than ACRIM3. When we combine this with the fact that each of the satellites implies a different absolute Total Solar Irradiance value it is unclear exactly how to stitch the different satellite results together.

![Figure 3](image.png)

**Figure 3.** Comparison of the three different composites of the satellite Total Solar Irradiance data currently available, i.e., RMIB (Mekaoui & Dewitte, 2008); ACRIM (Willson, 2014); and PMOD (Fröhlich, 2008). Note that the RMIB is scaled to a slightly different y-axis. Composites were downloaded from their respective websites on 17th March, 2015: ACRIM (http://www.acrim.com/Data%20Products.htm); PMOD (ftp://ftp.pmodwrc.ch/pub/data/irradiance/composite/DataPlots/); RMIB (http://remotesensing.oma.be/en/2619579-Data.html). Note that the dataset available on the RMIB website only goes up to 2008, while the datasets on the ACRIM and PMOD websites have been updated to 2013 and 2015 respectively. Also, the
ACRIM group recommend that the pre-1980 period be treated with caution as this was not derived from ACRIM satellite data (Willson, 2014; Scafetta & Willson, 2014).

Additionally, while there are currently three high-precision satellites recording Total Solar Irradiance (VIRGO, ACRIM3 and TIM), there were periods when only one or two satellites are in place. One particularly problematic period is the so-called “ACRIM gap”. As a result of the Space Shuttle Challenger disaster in 1986, the launch of the ACRIM2 satellite which had been planned to replace the ACRIM1 satellite was significantly delayed. By the time, it was finally launched, the ACRIM1 satellite’s lifespan had ended. In order to bridge this gap, researchers have instead had to rely on the ERB and/or ERBE satellites, but neither of these satellites was launched for exclusive solar monitoring, making their data less reliable than the ACRIM measurements. The ERBE and ERB satellites imply slightly different trends during the ACRIM gap, and this introduces considerable uncertainty into the long term trends over the satellite era.

For each satellite, there are uncertainties over the long-term trends due to possible biases, shifts and drifts in individual satellites, and often subjective decisions have to be made over how to composite the data into one single dataset. These decisions can lead to different trends in the final composite. Currently, three groups provide composites from the various satellites and each of these composites implies quite different trends over the satellite era (Figure 3):

- The RMIB composite implies that there has been almost no long term trend during the satellite era, but simply the ~11 year cycles oscillating about an invariant mean (e.g., Mekaoui & Dewitte, 2008; Mekaoui et al., 2010)
- The ACRIM composite implies that average solar activity increased until the end of the 20th century, but has been decreasing since then (e.g., Willson, 2014; Scafetta & Willson, 2014)
- The PMOD composite implies that average solar activity has been decreasing since the late 1970s (e.g., Fröhlich, 2006; Fröhlich, 2012; Fröhlich, 2013)

From Figure 2, many readers might contend that too many inconsistencies remain between the individual satellite records, and that there is therefore still not enough data to definitively decide which (if any) of these three composites best reflects Total Solar Irradiance (TSI) trends during the satellite era. However, the American humorist, Arnold Glasow, observed that “the fewer the facts, the stronger the opinion”, and it seems that the debate over these composites has become highly emotive and opinionated. For instance, in one paper (Fröhlich, 2012), the PMOD group claimed that a particular argument of the ACRIM group “…has no firm ground and is simply wrong”, and that “…the ACRIM record during [cycle 22] is flawed by ignoring [an alleged slip in September 1989]”. Meanwhile, in a paper by the ACRIM group (Scafetta & Willson, 2014) it is claimed that the PMOD composite “…relies on postulated but experimentally unverified drifts in the ERB record during the ACRIM gap, and other alterations of the published ERB and ACRIM results, that are not recognized by their original experimental teams and have not been verified by PMOD by original computations using ERB or ACRIM1 data”.

Perhaps another reason for the emotive nature of this debate is the perception that the outcome of the debate may have political consequences. For instance, Zacharias (2014) argued in her conclusions that, “A conclusive TSI time series is not only desirable from the perspective of the scientific community, but also when considering the rising interest of the public in questions related to climate change issues, thus preventing climate sceptics from taking advantage of these discrepancies within the TSI community by, e.g., putting forth a presumed solar effect as an excuse for inaction on anthropogenic warming”. We agree with her first justification for trying to resolve the debate, but have considerable concern over her second proposed justification. As we will discuss in Section 5, it is true that the relative role of solar variability on recent global temperature trends does have important relevance for the relative role of atmospheric carbon dioxide (i.e., “anthropogenic warming”). But, if the TSI community intentionally sets out to resolve the debate in order to prevent (or enable) climate sceptics from influencing public policies, then this could easily lead to agenda-driven instead of science-driven research.

We note that the political debate over anthropogenic global warming seems to have had a strong influence on the debate over the satellite-era TSI trends for more than a decade. For instance, in an August 2003 article over the TSI debate, Lindsey (2003) quotes Judith Lean (of the PMOD group) as saying, “The fact that some people could use [the upward TSI trend of the ACRIM composite] as an excuse to do nothing about greenhouse gas emissions is one reason we felt we needed to look at the data ourselves.” Lindsey also quotes Richard Willson (of the ACRIM group) as saying, “It would be just as wrong to take this one result and use it as a justification for doing nothing as it is wrong to force costly and difficult changes for greenhouse gas reductions per the Kyoto Accords, whose justification using the Intergovernmental Panel on Climate Change reports was more political science than real science.”

In our opinion, the ACRIM composite is probably the most reliable and the PMOD composite the least reliable of the three, for the reasons that have been outlined by the ACRIM group (e.g., Willson, 2014; Scafetta & Willson, 2014). That is, the data used for the ACRIM composite is closest to the original experimental data, and the various further adjustments to the data proposed by the PMOD group seem both speculative and fairly ad hoc. On the other hand, several researchers have formed the opposite opinion and believe that the PMOD composite is the most reliable (e.g., Lockwood & Fröhlich, 2008; Gray et al., 2010). Therefore, we would recommend treating claims that one or other of the composites is most reliable with some caution. For the interested reader, we would suggest reading some of the literature by each of the groups, i.e., PMOD (e.g., Fröhlich, 2006; Fröhlich, 2012; Fröhlich, 2013), RMIB (e.g., Mekaoui & Dewitte, 2008; Mekaoui et al., 2010) and ACRIM (e.g., Willson, 2014; Scafetta & Willson, 2014), and others (e.g., Chapman et al., 2013; Zacharias, 2014), before forming their own opinion.

One popular approach to attempting to resolve the controversies between the different composites has been to compare the satellite observations with easier-to-collect ground-based observations. For instance, Chapman et al. (2013) recently attempted to compare the three composites to ground-based measurements from the San Fernando Observatory. However, although their results were slightly better for PMOD, the differences were quite small, and they found that all three of the composites were fitted almost equally well.
Perhaps the new Daniel K. Inouye Solar Telescope (http://dkist.nso.edu/) which (at the time of writing) is under construction in Maui, Hawai`i will provide us with more detailed ground-based measurements in the future. However, an obvious limitation of using ground-based observations is that the intervening atmosphere absorbs and interacts with the incoming solar irradiance. Indeed, this was the primary motivation for carrying out the satellite measurements in the first place. For this reason, more research into relating the various ground-based observations to the true solar irradiance (e.g., Fontenla et al., 2011) may make the available data more useful.

Another approach may lie in re-assessing the physical instruments used on the various satellites. Zacharias (2014) recommends carrying out more research into re-examining the instrument designs and calibration approaches of each of the Total Solar Irradiance instruments. She suggests that, with more reliable calibration data for all of the instruments, it may be possible to create a fourth composite from the available data which would be less subjective than the current three.

At any rate, the controversies arising from the ACRIM gap and other periods when the data was particularly limited show the importance of having multiple high precision satellites independently measuring Total Solar Irradiance. At present, there are three such satellites, i.e., SOHO/VIRGO; ACRIMSAT/ACRIM3; and SORCE/TIM. However, if we hope to continue our satellite monitoring into the future, then it is important to ensure that replacement satellites for each of these are launched before the end of their lifespan, so that there is enough of an overlap to ensure a continuous composite record.

2.2. The pre-satellite era

Before the satellite era, i.e., pre-1978, we are essentially limited to ground-based data. Broadly, there are four types of data which are relevant:

1. Solar observations and measurements of particular solar phenomena – e.g., sunspot activity (e.g., Solanki & Fligge, 1999), solar rotation rates (e.g., Hoyt & Schatten, 1993; Suzuki, 2012).
2. Observations and measurements of Earth-based phenomena which may be influenced by solar activity, e.g., aurorae (Scafetta, 2012), geomagnetic activity (Cliver et al., 1998; Lockwood & Stamper, 1999; Le Mouël et al., 2009; Le Mouël et al., 2012), slight variations of the order of milliseconds in the length of day (Le Mouël et al., 2010).
3. Cosmogenic isotope records, e.g., $^{10}$Be from ice cores or $^{14}$C from tree rings (e.g., Bard et al., 2000; Steinhilber et al., 2009; Steinhilber et al., 2012), and other related records, e.g., nitrate concentrations in ice cores (e.g., Ogurtsov & Oinonen, 2014; Soon et al., 2014), which are believed to be indirectly influenced by solar activity.
4. Astronomical observations of other “Sun-like” stars (e.g., Zhang et al., 1994; Hall et al., 2009; Basri et al., 2011).

We will discuss each of these types in more detail below. However, it is important to realise that none of the above data types fully describe all aspects of solar activity, and hence can only approximate the Total Solar Irradiance. Examples of some of these “solar proxies” are provided in Figure 4 and Figure 5.
There is often considerable agreement between the trends and fluctuations of these different solar proxies (e.g., Gray et al., 2010; Le Mouël et al., 2012), which provides us with some confidence that together they are managing to capture some common aspects of the total solar variability we are interested in. However, there are also noticeable differences between individual proxies – sometimes subtle but sometimes pronounced (e.g., Hoyt & Schatten, 1993; Solanki & Fligge, 2000; Le Mouël et al., 2012). For instance, Le Mouël et al. (2009) noted a distinctive “M-shape” for solar variability during the 20th century for several solar proxies. However, while this feature is apparent for the proxies shown in Figure 4(a, b, c and e), it is not as obvious for the proxies shown in Figure 4(f, g and h). Also, while most of the proxies in Figure 4 and Figure 5 imply a mid-20th century local maximum in solar variability, the timing of this peak varies from proxy to proxy, e.g., some suggest it occurred during the 1950s/60s, while others suggest it occurred during the 1930s/40s. Partly, these differences may be due to the individual proxies describing different aspects of solar variability, e.g., plots of sunspot numbers imply slightly different solar trends than plots of sunspot cycle lengths (Solanki & Fligge, 1999). Partly, the differing results stem from different views among researchers as to which versions of individual datasets are most reliable, e.g., compare Clette et al.’s sunspot record (Clette et al., 2014) with Hoyt & Schatten’s (Hoyt & Schatten, 1998), or consider the debate over which cosmogenic isotope records are most reliable (e.g., Bard et al., 2000; Muscheler et al., 2007a; Bard et al., 2007; Muscheler et al., 2007b).

In any case, we can see from Figure 4 that, aside from the cosmogenic isotope records, our longest solar proxy records are mostly derived from the sunspot records. Although astronomers in the 17th and 18th centuries had already noted the existence of solar phenomena such as faculae and coronal streamers, systematic records of these phenomena only started been made in the late 19th century (Harvey, 2013). More detailed aspects of solar variability such as F10.7cm radio wave emissions and changes in the solar wind were not even discovered until the mid-20th century (Harvey, 2013). For this reason, many researchers have taken to relying on the sunspot records as our chief solar proxy. So it is important to consider carefully what we know about the relationship between sunspot numbers and total solar irradiance.

2.2.1. Sunspots, faculae and the magnetic network

The first important point to note about the sunspot number records is that the sunspot number (SSN) for a given day does not equal the number of sunspots on that day. Instead, the sunspot number is an index which combines information on the number of sunspot groups, the number of individual sunspots and a factor based on who measured the sunspots (Hoyt & Schatten, 1998; Clette et al., 2014). This is because the process of counting sunspots is somewhat subjective and depends on several different factors, e.g., resolution of the observer’s equipment, the observer’s location, and the individual thresholds used by each observer for defining sunspots.

As a result, when Rudolph Wolf first developed the concept of the sunspot number (R2) in the 1850s, he defined it as,

\[ R_2 = k(10g + n) \]

Where \( g \) was the number of sunspot groups, \( n \) was the number of individual sunspots and \( k \) was a correction factor for each observer. Because Wolf did his original calculations at the University of Zürich, and his successors continued his analysis after his retirement, this index is often
referred to interchangeably as the Wolf Sunspot Number or the Zürich Sunspot Number. However, more recent updates of this index have been carried out by researchers based at other international observatories, and so the name International Sunspot Number is also used (Clette et al., 2014).

When Hoyt & Schatten (1998) were developing their own version of the sunspot number (which they called the “Group Sunspot Number”, $R_G$), they did not include individual sunspots, but only considered counts of sunspot groups, since they felt these were less subjective. For comparison with the Wolf numbers, they normalised their values to have the same mean value over the 1874-1976 period (when the Royal Greenwich Observatory was the primary observer).

We can see from Figure 4(a) and (b) that the International and Group sunspot numbers have a lot of similarities, e.g., both imply a period of low sunspot activity in the early 1800s (the “Dalton minimum”) and sunspot activity increased during the early 20th century to peak at around 1957/58. However, there are some important differences, e.g., the Group numbers are about 25-50% lower than the International numbers before 1882 (Hoyt & Schatten, 1998).

The definition of a sunspot group is itself somewhat subjective, and each observer might make a slightly different interpretation. In 1966, Patrick McIntosh developed a classification system modified from an earlier classification system by the Zürich group (McIntosh, 1990) - see Figure 6. This system has since become widely adopted, but it is possible that earlier observers might have recorded different results by using their own classification systems. Hence, there is an uncertainty associated with the observer correction factors.

Recently, Clette et al. (2014) have questioned the accuracy of some of the observer correction factors used for both versions. They have proposed a new third index of sunspot numbers covering the period 1700-present - Figure 4(c). According to this new index, sunspot activity during the 20th century was less unusual and peaks occurred in the 18th, 19th and 20th centuries.

Although the International numbers only begin in 1700, Hoyt & Schatten also included extra observations which they had compiled, and were able to extend their Group number records back to 1610 (Hoyt & Schatten, 1998). According to the Group sunspots, during the period 1640-1715 sunspots seem to have become very rare, with almost no sunspots recorded. This period is now referred to as the “Maunder Minimum” after a late 19th/early 20th century husband and wife team who highlighted the apparent existence of this prolonged sunspot minimum$^3$ (Eddy, 1976; Hoyt & Schatten, 1997; Soon & Yaskell, 2003; Usoskin et al., 2015).

Not only does there seem to have been very few sunspots during this period, but there is evidence that suggests that those few sunspots which did occur may have had unusually long lifetimes (see p. 21 of Hoyt & Schatten, 1997). The Maunder Minimum seems to have broadly coincided with a period called the Little Ice Age which is believed to have been relatively cold globally (Eddy, 1976). If we treat the sunspot

---

$^3$ Technically, Eddy (1976) named the Maunder Minimum after E. Walter Maunder. However, most of Maunder’s observations of the Sun and works on synthesizing and interpreting the solar results were collaborative efforts with his wife, Annie Scott Dill Maunder, née Russell (Soon & Yaskell, 2003). At the time, women were discouraged from publishing, so the role and contribution of Annie Maunder is largely hidden. This is the reason why we propose a more correct attribution and honour for this unique husband and wife team of solar observers.
record as a proxy for solar activity, then this seems to agree with the suggestion that a reduction in solar activity leads to a corresponding reduction in global temperatures.

Indeed, by comparing sunspot numbers to the satellite measurements of Total Solar Irradiance during the satellite era, it has been shown that sunspot numbers are closely correlated to Total Solar Irradiance (e.g., Solanki & Fligge, 1999; Foukal et al., 2006; Gray et al., 2010; Fröhlich, 2012; Willson, 2014). However, this is counter-intuitive as sunspots are themselves dark regions of the Sun, and actually have a reduced irradiance – see Table 1. The reason for the increase seems to be that periods of high sunspot activity are also typically associated with the formation of other solar features called “faculae” which are brighter than average. The increase in solar irradiance from these faculae tends to outweigh the decrease in solar irradiance from sunspots, and so the net result is an increase in Total Solar Irradiance (e.g., Solanki & Fligge, 1999; Foukal et al., 2006; Gray et al., 2010; Fröhlich, 2012; Willson, 2014).

In other words, the apparent correlation between sunspot numbers and Total Solar Irradiance is only a commensal correlation, as opposed to a causal one. This introduces a major problem in relying on sunspot numbers as a proxy for solar activity. By comparing parallel measurements of sunspot numbers and solar activity over one or more solar cycles, it is possible to derive a linear relationship between the two. If this relationship is then extrapolated beyond the period of overlap of the two sets of measurements, then the much longer sunspot records could be used to extend our satellite era estimates of solar activity back to the 17th or 18th centuries. However, if the commensal relationship between sunspot numbers and Total Solar Irradiance varies between solar cycles, then these extended estimates could be unreliable.

Also, when sunspots and faculae form, they only occupy relatively small parts of the Sun, which are known as “active regions”. However, outside of these active regions, there is a third manifestation of the varying solar surface magnetic flux. Across the solar surface, there is a large network of small-scale magnetic domains which, like faculae, are brighter than average. This “bright network”, sometimes referred to as the “magnetic carpet” (Harvey, 2013), also contributes to the Total Solar Irradiance. However, perhaps because of the ubiquitous, yet less dramatic, nature of this network, it has not been as widely studied as the more obvious sunspots and faculae. At any rate, so far, no consensus has been reached on how the network has changed over time, if at all (Harvey, 2013; Yeo et al., 2013). Therefore, one plausible way in which secular trends could be occurring independently of sunspot activity would be if there are also long-term changes in the magnetic network (Solanki & Fligge, 1999; Solanki & Fligge, 2000).
Figure 4. Some long-term solar proxies with records stretching back to before the 19th century. (a)-(h) are all derived from the sunspot records. (i) and (j) both cover at least a millennium, but are only shown from 1600 onwards for comparative purposes. Peak years for each proxy are labelled, as are the Maunder and Dalton minima. More details of individual records are provided in the Supplementary Information.
Figure 5. Some short-term solar proxy records that began after the start of the 19th century. The y-axes for (d) and (h) are reversed, since these proxies are believed to be inversely correlated to solar activity. Peak years for each proxy are labelled. More details of individual records are provided in the Supplementary Information.
Table 1. Comparison of approximate emission temperatures for various solar regions, taken from Gray et al. (2010), to the average blackbody (BB) temperature of the Sun, i.e., ~5800 K. $\sigma=5.67\times10^{-8}$ W m$^{-2}$ K$^{-4}$ is the Stefan–Boltzmann constant.

<table>
<thead>
<tr>
<th>Region</th>
<th>Temperature $T$ (K)</th>
<th>Solar output $\sigma T^4$ (W m$^{-2}$)</th>
<th>Ratio to BB $\sigma T^4/\sigma T_{BB}^4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sunspots (central umbra)</td>
<td>~4200</td>
<td>1.76x10$^7$</td>
<td>0.27 (27%)</td>
</tr>
<tr>
<td>Sunspots (penumbra)</td>
<td>~5700</td>
<td>5.99x10$^7$</td>
<td>0.93 (93%)</td>
</tr>
<tr>
<td>Non-active photosphere</td>
<td>~6050</td>
<td>7.60x10$^7$</td>
<td>1.18 (118%)</td>
</tr>
<tr>
<td>Faculae</td>
<td>~6200</td>
<td>8.38x10$^7$</td>
<td>1.31 (131%)</td>
</tr>
<tr>
<td>BB, i.e., Sun as “blackbody”</td>
<td>~5800</td>
<td>6.42x10$^7$</td>
<td>1.00 (100%)</td>
</tr>
</tbody>
</table>

Figure 6. The three component McIntosh classification system for sunspot groups. Adapted from Figure 1 of McIntosh (1990).

With all of this in mind, it is important to look carefully and critically at what we currently know about the relationship between sunspot activity and Total Solar Irradiance trends. In Figure 7, we have compared the International Sunspot Numbers to two of the satellite-based Total Solar Irradiance composites we discussed in Section 2.1, i.e., the PMOD and ACRIM composites.
Figure 7. Comparison of the (a) PMOD and (b) ACRIM estimates of Total Solar Irradiance trends to the International Sunspot Numbers (after rescaling to give the best fit).

For Figure 7(a), we used linear least squares fitting to derive a linear relationship between the PMOD composite and the sunspot numbers, and then rescaled the sunspot numbers accordingly. For Figure 7(b), we repeated the process for the ACRIM composite. The derived linear relationships (and their corresponding $R^2$ values) are shown in the respective panels.

There are several interesting points to note:

- We can see that the ~11 year solar cycles of both satellite composites matches reasonably well with the ~11 year sunspot cycles. That is, when Total Solar Irradiance increases or decreases, sunspot activity also tends to have the same trend, as others have already noted (e.g., Solanki & Fligge, 1999; Foukal et al., 2006; Gray et al., 2010; Fröhlich, 2012; Willson, 2014).
- The relationship between sunspot numbers and Total Solar Irradiance seems to be a lot closer when we consider the PMOD composite ($R^2=0.89$) than when we consider the ACRIM composite ($R^2=0.62$)
- However, even for the PMOD composite, the relationship is not exact, i.e., $R^2<1$. For instance, the peak Total Solar Irradiance for Solar Cycle 23 was slightly higher for the PMOD composite than implied by the rescaled sunspot numbers.
- So far, we only have data from less than 3.5 solar cycles data upon which to make our comparison.

Researchers who favour PMOD over ACRIM might use the stronger correlation between sunspot numbers and the PMOD composite over solar cycles 21, 22 and 24 (and to a lesser extent 23), both as evidence in support of the reliability of PMOD, and to argue that the sunspot numbers can be used as a fairly reliable proxy for Total Solar Irradiance. Indeed, as we will discuss later, several researchers who favour PMOD over ACRIM have relied quite heavily on sunspot numbers for their Total Solar Irradiance reconstructions (e.g., Lean et al., 1995; Lean, 2000; Wang et al., 2005; Krivova et al., 2007; Krivova et al., 2010; Vieira et al., 2011).
On the other hand, if the ACRIM composite transpires to be more reliable than the PMOD composite, then the small (but noticeable) deviations between Total Solar Irradiance and the rescaled sunspot numbers in Figure 7(b) indicate that we should be wary of over-relying on sunspot numbers as a direct proxy for Total Solar Irradiance. In other words, it is plausible that the sunspot number records are failing to detect some of the long-term (“secular”) trends which may be occurring between solar cycles.

The ACRIM group claim that their composite is more “data driven” in that it is based on the original experimental data, while the PMOD group is more “model driven” in that some adjustments seem to have been made to the data partially to better match certain solar proxy models (Willson, 2014). However, the PMOD group claim that their data adjustments have experimental justification, and that they do not make their adjustments only to improve the agreement with their proxy models (Fröhlich, 2012).

We know that the Sun still emits sunlight during the periods when no sunspots occur. That is, there is an underlying Total Solar Irradiance during the minima of the solar cycles. Indeed, the cosmogenic isotope records (e.g., Figure 4(i) and (j)) imply that there was even solar variability throughout the Maunder Minimum (Bard et al., 2000; Muscheler et al., 2007), even though sunspots seem to have been very rare during that period (Eddy, 1976; Hoyt & Schatten, 1997; Hoyt & Schatten, 1998; Soon & Yaskell, 2003; Usoskin et al., 2015).

In recognition of this fact, some researchers have suggested alternative methods to using the raw sunspot numbers as a solar proxy to avoid implying that zero sunspots means zero solar variability. For instance, Reid (1991) used the peak values of the solar cycle maxima as a measure of the “envelope” of solar activity - Figure 4(g).

Although Lean et al. (1995) used the raw sunspot numbers as a proxy for the ~11 year solar cycle, they also used a similar technique to generate the background secular trends for their total solar irradiance reconstruction. Instead of using the solar cycle maxima, they calculated the average sunspot numbers for each solar cycle - Figure 4(h). Comparing Figure 4(g) and (h), we can see that both of these proxies are fairly similar.

Another approach to avoiding the “zero sunspot” solar cycle minima problem is to apply a running mean (or other smoothing function) to the sunspot numbers to smooth out the minima and maxima, e.g., the 23 year running means in Figure 4(d). We suspect Hoyt & Schatten (1993) used an approach similar to this for determining the “mean level of solar activity” component of their Total Solar Irradiance reconstruction. However, if solar activity does indeed vary significantly below the zero sunspot minimum threshold, then even using such smoothing will not completely remove the problem. That is, because all levels of solar activity with no sunspots are treated as equivalent (i.e., zero sunspots), any solar variability which occurs below the zero sunspot threshold will be undetectable from the sunspot record (whether smoothed or not).

Instead of using sunspot numbers, some researchers have suggested using the lengths of solar cycles as a proxy for solar activity (e.g., Friis-Christensen & Lassen, 1991; Hoyt & Schatten, 1993; Hoyt & Schatten, 1997; Solanki & Fligge, 1999; Solanki & Fligge, 2000; Thejll &
Lassen, 2000; Solheim et al., 2012). In general, it seems that during periods of high sunspot activity, the solar cycle length is shorter than during periods of low sunspot activity (Friis-Christensen & Lassen, 1991; Hoyt & Schatten, 1997).

That is, the solar cycle length seems to be inversely related to sunspot activity. Indeed, by studying a sample of Sun-like stars, one of us (WS) found that stellar cycle length also seems to be correlated with stellar brightness (Baliunas & Soon, 1995). However, the relationship between solar cycle length and sunspot activity is not an exact one, and the minima and maxima implied by the solar cycle lengths sometimes differ from those implied by the sunspot numbers.

This suggests that the solar cycle lengths are capturing slightly different (albeit related) aspects of solar variability than sunspot numbers. Because the satellite era has so far only covered about 3.5 solar cycles, the exact relationship between solar cycle length and total solar irradiance is still unclear. However, it is certainly possible that some of these aspects may be important for estimating the secular trends in total solar irradiance (e.g., Solanki & Fligge, 1999; Solanki & Fligge, 2000).

This has prompted some researchers to use solar cycle lengths as a solar proxy. In particular, a widely-cited study by Friis-Christensen & Lassen (1991) found an apparently strong correlation between solar cycle lengths and Northern Hemisphere surface air temperatures. However, later studies revealed some problems with that study (e.g., Thejll & Lassen, 2000; Laut, 2003; Damon & Peristykh, 2005; Stauning, 2011).

One of the main problems in relying on solar cycle lengths as a solar proxy is that because each solar cycle lasts ~11 years, there are very few data points available for the modern era, e.g., we can see from Figure 7 that the satellite era has so far only comprised ~3.5 solar cycles. Another problem is that you can obtain slightly different values depending on the method (and/or smoothing choice if applied) you use for calculating the lengths, e.g., compare the two curves in Figure 4(e) – one calculated using solar cycle minima and the other using solar cycle maxima.

In an attempt to reduce these problems, Friis-Christensen & Lassen (1991) averaged together the values calculated from the solar cycle minima with those from the solar cycle maxima and applied a 5-point smoothing (1,2,2,2,1). However, this smoothing meant that their analysis would have finished in the late-1960s. So, to extend their analysis, they also included the most recent data points unsmoothed. Unfortunately, this artificially increased the apparent strength of the correlation to Northern Hemisphere surface air temperatures, and the apparent correlation became much less compelling when the data was updated and alternative smoothing methods were applied (e.g., Thejll & Lassen, 2000; Laut, 2003; Damon & Peristykh, 2005; Stauning, 2011).

Still, the fact that the initially impressive correlation identified by Friis-Christensen & Lassen (1991) no longer seems as compelling does not in itself mean that solar cycle lengths are a poor solar proxy. Moreover, Hoyt & Schatten (1993) developed an annually resolved version which overcomes some of the above problems. By comparing the annual sunspot numbers to the maximum sunspot numbers for that cycle, and then
tracking the changes in these ratios, they were able to estimate the effective number of cycles per year for that year. They used the 23 year running mean of this measure as one component in their Total Solar Irradiance reconstruction, which we will discuss later.

We have plotted a digitized version of Hoyt & Schatten (1993)’s annually resolved solar cycle lengths in Figure 4(f). The 23 year running means of this solar proxy shares a lot of similarities to the 23 year running means of the raw sunspot numbers, and to a lesser extent with the sunspot envelope and average sunspot groups/cycle, particularly until the mid-20th century – compare Figure 4(d) and (f), (g) and (h). This suggests that the annually resolved solar cycle lengths are capturing some of the same aspects of solar variability as the sunspot numbers. However, there are also some key differences in the trends, suggesting that the two types of proxies may also be capturing some slightly different aspects of solar variability.

In particular, while the International and Group sunspot numbers imply solar activity peaked around 1958 and remained fairly constant until the end of the 20th century, the solar cycle lengths imply an earlier peak in the 1940s and a decrease in solar activity until the 1970s. Interestingly, we note that Clette et al. (2014)’s recent update to the sunspot number records seems to have slightly reduced the apparent differences between the two types of solar proxy, particularly for the smoothed versions – compare Figure 4(d) and Figure 4(f).

Since faculae are the bright components and sunspots are the dark components of the active regions (see Table 1), the increase in Total Solar Irradiance during periods of high sunspot activity is mostly a consequence of the increase in facular emission, and not the increase in sunspots (Foukal et al., 2006). Therefore, we might expect facular areas to be a more relevant proxy for Total Solar Irradiance than sunspot numbers. Unfortunately, the available data for facular areas is still very limited.

The Royal Greenwich Observatory did maintain a record of facular areas for just over a century, starting in 1874 (Foukal, 1993). However, this record finished in 1976, i.e., just before the start of the satellite era. We plot this record in Figure 5(b) (digitized from Foukal, 1993).

In general, the facular areas implied by this record were closely correlated to the sunspot numbers and also the Royal Greenwich Observatory’s parallel measurements of sunspot areas. However, unlike the sunspot records which implied a maximum of solar activity in the late 1950s, the facular areas peaked in the 1940s and implied a decline in solar activity during the 1950s and 1960s (Foukal, 1993). Interestingly, this is somewhat reminiscent of the trends for the solar cycle lengths discussed above.

If this apparent breakdown in the relationship between sunspots and faculae is genuine, then this poses problems for relying on sunspot numbers as a solar proxy. Some researchers have argued that there are problems with the Royal Greenwich Observatory facular area records (e.g., Foukal, 1993; Chapman et al., 2011). However, if we are to discard this pre-satellite data, then our understanding of the facular-sunspot relationship is limited to a few solar cycles. In other words, it is still possible that the secular trends in faculae (and hence, Total Solar Irradiance) are different from those in sunspots.
At the San Fernando Observatory, Chapman et al. have been monitoring the relationships between the faculae, network and sunspot areas since 1988 (e.g., Chapman et al., 2001; Preminger et al., 2002; Chapman et al., 2011; de Toma et al., 2013a). Chapman et al. (2011) claim that the relationship between sunspots and faculae is reasonably linear, if the facular areas are calculated from singly-ionized calcium K-line images, instead of the white light images used by Royal Greenwich Observatory. However, there are some potential problems with this claim:

- In an earlier study, Chapman et al. (2001) found the facular-to-spot area ratio varied significantly over their period of analysis with the ratio increasing during cycle 22 and decreasing in the first part of cycle 23.
- While Chapman et al. (2011) were able to calculate a reasonably linear relationship over their 22 year period of analysis (1988-2009) using annually averaged data, this represented less than two solar cycles, i.e., it is unclear whether this relationship would hold over longer timescales.
- Indeed, using the same dataset, de Toma et al. (2013a) argued that the reason why the apparent reduction in Total Solar Irradiance during cycle 23 was less than implied by the reduction in sunspot numbers was because the total facular area had decreased by about the same amount as the total sunspot area. However, the reason why Total Solar Irradiance seems to be correlated to sunspot area is that the reduction in irradiance from the dark sunspots is normally outweighed by the increase in irradiance by the bright faculae (Foukal et al., 2006). So, de Toma et al. (2013a)’s results actually imply a change in the facular-sunspot relationship during cycle 23.

We note that the exact mechanisms as to how and why sunspots, faculae and the network occur are still poorly understood (e.g., Parker, 2009; Harvey, 2013). So, even though several groups have proposed models relating these magnetic features to the Total Solar Irradiance (e.g., Lean et al., 1995; Lean, 2000; Unruh et al., 1999; Fligge et al., 2000; Wang et al., 2005; Krivova et al., 2007; Vieira et al., 2011, etc.), the available data from which these models were derived is still surprisingly limited.

For this reason, the collection of more data on the relationships between sunspots, faculae and the network should still be a high priority for improving our understanding. In this sense, the detailed analysis of faculae and network during periods of high solar activity by Ortiz et al. (2002) and Yeo et al. (2013), and the San Fernando Observatory measurements (e.g., Chapman et al., 2011) are important programmes. It is also possible that more faculae data could still be found and digitised from the historic archives. For instance, Muñoz-Jaramillo et al. (2012) recently standardized, validated and calibrated a compilation of a century’s worth of polar faculae (white light) measurements made by the Mount Wilson Observatory.

In the meantime, even if we stick to using only the data on sunspots, there are other aspects of solar variability (aside from the raw sunspot numbers) which may provide insight into the long term Total Solar Irradiance trends in the pre-satellite era.

As well as recording facular areas (and sunspot numbers), the Royal Greenwich Observatory also recorded the total sunspot areas over the period 1874-1976. Balmaceda et al. (2009) have combined these measurements with more recent measurements by other observatories to construct a sunspot area database covering more than 130 years. The relationship between sunspot area and sunspot numbers seems to be
roughly linear, although not exactly (Balmaceda et al., 2009). Also, as for sunspot numbers, different observers had different measuring systems, and so caution is required when comparing sunspot area measurements by different observatories (Balmaceda et al., 2009). We note that, like the sunspot record which may be retrospectively revised and updated as early historical records are found, digitized and archived (e.g., Clette et al., 2014; Aparicio et al., 2014), some researchers are actively searching for additional historical sunspot area records which could be added to the available databanks. For instance, Aparicio et al. (2014) recently retrieved and digitized several sets of sunspot number and area measurements made at the Madrid Astronomical Observatory over the 1876-1986 period.

One aspect of solar variability related to sunspots which has received considerable attention lately is to do with the sizes of sunspots (e.g., Kilcik et al., 2011; Lefèvre & Clette, 2011; Clette & Lefèvre, 2012; Nagovitsyn et al., 2012; de Toma et al., 2013; Kilcik et al., 2014; Muñoz-Jaramillo et al., 2015). Unfortunately, depending on how the sunspot sizes are classified and the data used, researchers can reach different conclusions. For instance, comparing the numbers of “large sunspots” between Solar Cycles 22 and 23, de Toma et al. (2013) found a decrease; Kilcik et al. (2011) found an increase; while Lefèvre & Clette (2011) found no change.

Another aspect of observed solar variability which may be relevant is the actual structure of sunspots. Most sunspots are very dark at the centre (the “umbra”), but are a bit brighter at the outer edges of the sunspot (the “penumbra”) – see Figure 6 and Table 1. However, the ratio of the umbral area to the penumbral area varies from spot to spot. Indeed, some spots have almost no umbra (Hoyt & Schatten, 1993), while others have almost no penumbra (McIntosh, 1990; Penn & Livingston, 2006).

Several researchers have noted that the average umbral/penumbral ratio can change from cycle to cycle (Hoyt, 1979; Hoyt & Schatten, 1993; Hathaway, 2013; Bludova et al., 2014) – see Figure 5(d) and (f). However, most reconstructions of solar activity have effectively assumed that this ratio has remained unchanged over time (Hathaway, 2013). So, if this ratio has significance for Total Solar Irradiance trends, this could pose a problem. Hoyt (1979) noted a quite strong correlation ($R=0.57$) between the umbral/penumbral ratio and Northern Hemisphere surface temperature trends. If this correlation is genuine then it suggests that the umbral/penumbral ratio is indeed significant.

A useful solar proxy for which relatively long records exist (1947-present) is the F10.7cm radio flux (often called F10.7 for short) – see Figure 5(h). Although the exact sources of this flux are still being debated (see Henney et al., 2013 for a brief review), it seems to mostly originate from the coronal plasma in the upper atmosphere of the Sun.

Interestingly, it seems to have been closely correlated to the sunspot numbers for the first four sunspot cycles since 1947, i.e., Solar Cycles 19-22 (Svalgaard & Hudson, 2010; Le Mouël et al., 2012). This suggests that both solar proxies are capturing much of the same aspects of solar variability – despite originating in different parts of the solar atmosphere. However, Svalgaard & Hudson (2010) noted that the relationship which held reasonably well for those four cycles seemed to break down for the most recent cycle, i.e., Solar Cycle 23.
Specifically, when the observed F10.7 cm flux was used to estimate the sunspot numbers using the relationship derived from Solar Cycles 19-22, it predicted that more sunspots should have occurred than were actually observed (Svalgaard & Hudson, 2010). Livingston et al. (2012) suggested that the reason for this change in the relationship could be that the average magnetic field strength had significantly decreased during Solar Cycle 23 (Penn & Livingston, 2006). They argue that sunspots do not form unless the magnetic field strength exceeds about 1500 Gauss and that during Solar Cycle 23 this minimum threshold was not reached as often as it was in previous cycles (Penn & Livingston, 2006; Livingston et al., 2012).

Livingston et al. (2012) suggest that once this minimum threshold is taken into account this fully explains the change in the relationship between F10.7 cm flux and sunspot numbers. We agree that this is a plausible explanation, but we do caution that while the correlation between F10.7 cm flux and sunspot numbers was quite strong for Solar Cycles 19-22, it was not perfect. So, it is possible that other changes in the relationship may occur during future cycles.

Another solar proxy which seems to have a close relationship to sunspots, faculae and the magnetic network is the solar emission at the calcium II (Ca II) “K-line” (i.e., at 393.4 nm) – see Figure 5(g). This spectral line is believed to mostly originate from the chromosphere, i.e., the region of the Sun’s atmosphere just above the photosphere where the sunspots, faculae and network occur. In particular, it seems to be generated with the bright “plages” which tend to be associated with the faculae and network. As we will discuss in Section 2.2.3, this is a particularly useful solar proxy because it can be compared to stellar emissions by other stars. Foukal et al. (2009) have compiled together more than a century’s worth of Ca II measurements including the Mount Wilson Observatory measurements shown in Figure 5(g).

2.2.2. Geomagnetic and cosmic ray-based solar proxies

Most of the proxies for solar variability are understandably derived from solar observations, e.g., sunspots, faculae, changes in the solar emission spectra. However, some widely-used solar proxies are actually based on the variability in certain terrestrial phenomena which are believed to themselves act as proxies for aspects of solar variability, e.g., the so-called “solar wind”.

The solar wind is a stream of high energy plasma particles (e.g., electrons, protons and alpha particles) which flows outwards from the Sun’s corona (i.e., upper atmosphere) throughout the Solar System. During periods of high solar activity, the strength of this solar wind seems to increase. Therefore, changes in terrestrial phenomena which are influenced by the strength of the solar wind can sometimes be used as an indirect proxy for solar activity. Several of these indirect solar proxies have been proposed.

When the solar wind nears the Earth, it interacts with the Earth’s magnetic field (i.e., the “geomagnetic field”). Therefore, several researchers have proposed using various indices of geomagnetic activity as an indirect proxy for solar activity – specifically as a proxy for variations in the solar wind (e.g., Cliver et al., 1998; Lockwood & Stamper, 1999; Le Mouël et al., 2012).
One geomagnetic activity index which has been particularly popular among researchers is the \textit{aa} index shown in Figure 5(a). This is an index that is derived from roughly simultaneous measurements of the geomagnetic field which have been made since 1868 at two stations located at nearly opposite sides of the Earth, i.e., England and Australia.

Because of its relatively long and complete record, several groups have used the \textit{aa} index for generating estimates of the long term trends in solar activity (e.g., Cliver et al., 1998; Lockwood & Stamper, 1999). Love (2011) has noted that there may be some long-term biases in the \textit{aa} index which may have altered the magnitude of the long-term trends. Although this does not seem to have altered the shape of the curves, and they suggest it may still be \textit{qualitatively} reliable.

At any rate, Le Mouël et al. (2012) note that there is a wide range of different geomagnetic indices which could be used as solar proxies. Indeed, Le Mouël et al. (2010) have even suggested that records of the slight variations (on the order of milliseconds) in the length of day could act as a useful proxy for solar wind variations. Many of these geomagnetic indices are closely correlated to each other and also to the sunspot records. However, the relationships are not exact, and it is still unclear which (if any) of them are best at capturing the true trends in solar activity – see Le Mouël et al. (2012) for a useful discussion and comparison of some of these indices.

In particular, while the geomagnetic indices show a lot of similarity to the sunspot records (and other solar proxies), the $\sim$11 year cycles which are so prominent in the sunspot records are less pronounced in the geomagnetic indices. Some of the difference between the geomagnetic indices and the sunspot records may result from the fact that they are both capturing different aspects of solar variability (i.e., solar wind strength vs. sunspot formation). However, some of the difference may be due to the fact that the geomagnetic indices are only an indirect solar proxy.

Another set of indirect solar proxies are related to the numbers of galactic cosmic rays reaching the Earth. Most of the cosmic rays reaching the Earth are believed to have been generated outside the Solar System, e.g., from exploding supernovae (Svensmark, 2012; Shaviv et al., 2014). However, the strength of the solar wind appears to influence the number of cosmic rays which enter the Earth’s atmosphere. Specifically, when the solar wind is strong, the number of incoming cosmic rays is reduced. As a result, the number of galactic cosmic rays entering the Earth’s atmosphere seems to be inversely proportional to solar activity.

As we will discuss in Section 2.3, some solar-climate theories propose that cosmic rays have a direct influence on the Earth’s climate, and so there is considerable interest in the trends in cosmic ray intensities. The annual mean measurements from one neutron monitoring station (Moscow) are shown in Figure 5(i). However, this observation is also useful for generating long-term solar proxies. When high energy cosmic rays reach the Earth, they occasionally interact with the atoms in the atmosphere (or rocks and soil) to generate relatively rare isotopes, such as beryllium-10 ($^{10}\text{Be}$) and carbon-14 ($^{14}\text{C}$). These \textit{cosmogenic isotopes} behave almost identically to their regular counterparts and a result can end up being incorporated into various natural long-term records, e.g., ice cores and tree rings, respectively.
Therefore, if we assume that the average concentration of cosmogenic isotopes present in the atmosphere at any given time is proportional to the intensity of incoming cosmic rays, which is in turn inversely proportional to the strength of the solar wind, then we can use the relative concentrations of these cosmogenic isotopes as an indirect proxy for solar activity. Although this is a rather indirect type of solar proxy, the relatively long length of various cosmogenic isotope records - chiefly ice cores and tree ring chronologies – makes them one of our best solar proxies for studying long-term trends (e.g., Bard et al., 2000; Muscheler et al., 2007a; Steinhilber et al., 2009; Steinhilber et al., 2012).

Recently, a study involving one of us (WS) was able to identify and confirm co-variations of three solar activity proxies (namely, $^{14}$C, $^{10}$Be and nitrates) on timescales ranging from centuries to millennia (Soon et al., 2014).

The fact that several of these records pre-date the sunspot records makes them particularly intriguing. The post-1600 portion of two of the solar proxy records derived from cosmogenic isotopes are shown in Figure 4, i.e., those by Bard et al. (2000) and Muscheler et al. (2007a).

There are some key differences between the long-term trends of individual cosmogenic isotope records. As a result, there has been some controversy over which ones are most representative of solar trends (e.g., Bard et al., 2000; Muscheler et al., 2007a; Bard et al., 2007; Muscheler et al., 2007b; Steinhilber et al., 2009; Steinhilber et al., 2012). Steinhilber et al. (2012) argue that the best approach to overcoming these discrepancies is probably to identify the common trends between multiple records. Also, it has been suggested that changes in climate could slightly alter the relative concentrations of cosmogenic isotopes in ice cores (Heikkilä et al., 2008; Field et al., 2009).

Nonetheless, it can be seen from Figure 4 that the long-term solar activity trends implied by these cosmogenic isotope records are broadly similar to those implied by other solar proxies, e.g., sunspot numbers and solar cycle lengths. In particular, they suggest that the relatively low sunspot activity during the Maunder Minimum and Dalton Minimum did indeed correspond to periods of low solar activity. Moreover, they imply that similar periods of low solar activity have occurred several times over the centuries, e.g., the Spörer minimum during the late-15th/early-16th centuries (Eddy, 1976).

2.2.3. Astronomical observations of “Sun-like” stars

As we saw in the discussion above, at present, the currently available data from historical observations of the Sun is still very limited (Harvey, 2013). This poses a serious challenge in trying to understand how the solar variability we have observed in the relatively short available records compares to trends over timescales of centuries to millennia. An intriguing shortcut to estimating how recent solar activity compares to solar activity in the pre-instrumental period is to compare the behaviour of the Sun to astronomical observations of other “Sun-like” stars (sometimes called “solar analogs”), i.e., stars that closely match our Sun in mass and colour/effective temperature.

That is, by comparing the observed solar variability to the stellar variability of Sun-like stars, we may be able to place the recent solar trends in the context of other similar stars. This should give us an indication of how normal or unusual the recent solar variability is, and thereby how wide a range of solar variability we should expect there to have been in the pre-instrumental era.
Obviously, we cannot study another star in as much detail as we can for the Sun, since we are located in the Solar System. Instead, the chief advantage of stellar observation programmes is that you can study a large sample of stars simultaneously. This means that you can collect a large amount of data in a relatively short time. For instance, by monitoring ~30 Sun-like stars for ~20 years you would collect ~600 stellar years worth of information, which is longer than the current ~400 years of sunspot records. This information could also be useful to the wider astronomy community.

For this reason, there has been considerable interest from the solar physics community in the results of stellar observation programmes such as those by the Mount Wilson Observatory and Lowell observatory (e.g., Baliunas & Jastrow, 1990; White et al., 1992; Zhang et al., 1994; Baliunas et al., 1995; Baliunas & Soon, 1995; Radick et al., 1998; Wright, 2004; Hall & Lockwood, 2004; Judge & Saar, 2007; Lockwood et al., 2007; Hall et al., 2009; Saar & Testa, 2011; Judge et al., 2012; Shapiro et al., 2013; Basri et al., 2013 and others). One of us (WS) has been involved in some of this research (e.g., Zhang et al., 1994; Baliunas et al., 1995; Baliunas & Soon, 1995; Lockwood et al., 2007).

In 1966, Olin Wilson began a programme at the Mount Wilson Observatory of monitoring the emission in the calcium II K (393.4 nm) and H (396.8 nm) lines (relative to two nearby continuum passbands) of 91 lower main-sequence stars thought to be Sun-like. By continuing and expanding on this programme, Baliunas et al. were able to collect some data for 74 Sun-like stars with more detailed and continuous measurements for 13 of the stars (Baliunas & Jastrow, 1990; Zhang et al., 1994; Baliunas et al., 1995; Baliunas & Soon, 1995; Radick et al., 1998; Lockwood et al., 2007). As we discussed in Section 2.2.1, emission at the calcium K line is a common proxy for solar activity (Figure 5(g)). Indeed, White et al. (1992) noted that it was possible to convert the available calcium II K solar observations into equivalent “Sun as a star” measurements, allowing a reasonably direct comparison with the Mount Wilson Observatory measurements.

Analysis of this data revealed that, like the solar cycles of the Sun, the majority of the observed stars also seem to go through “stellar cycles”. However, a noticeable fraction of the observed stars seemed to be in a “non-cycling state” (Baliunas & Jastrow, 1990; White et al., 1992; Zhang et al., 1994; Baliunas et al., 1995). Baliunas & Jastrow (1990) suggested that these non-cycling states could be analogous to the state that the Sun might have been in during the Maunder Minimum.

Baliunas & Jastrow (1990) also noted that of the 13 stars with the most data, four seemed to have been non-cycling (“flat”), and that all four of these seemed to be less bright. This suggested that the ratio of the brightness for cycling and non-cycling Sun-like stars could be used as a rough estimate of the relative difference in solar activity between the Maunder Minimum and present (Baliunas & Jastrow, 1990; White et al., 1992; Zhang et al., 1994; Baliunas et al., 1995). Unfortunately, while these preliminary results are intriguing, the sample size of 13 was probably too small for drawing definitive conclusions on the Maunder Minimum to present ratio.

More recently, similar stellar observation programmes at Lowell Observatory and Fairborn Observatory have been combined to create a larger and more up-to-date database for 32 Sun-like stars (Lockwood et al., 2007; Hall et al., 2009). 27 of these stars seem to be in cycling states,
suggestion that the fraction of non-cycling stars at any stage is about 15% (Lockwood et al., 2007) – about half the ~30% originally implied by Baliunas & Jastrow (1990).

Using this larger database, Hall & Lockwood (2004) failed to replicate Baliunas & Jastrow (1990)’s second result, since some of their non-cycling stars seemed to have a relatively high stellar brightness. However, it now seems that identifying appropriate analogues for Sun-like stars in the Maunder Minimum is more challenging than originally envisaged (Wright, 2004; Hall & Lockwood, 2004; Judge & Saar, 2007; Hall et al., 2009; Saar & Testa, 2011).

Interestingly, this larger database implies that for some cycling stars, the stellar brightness (equivalent to TSI) seems to decrease during the maxima of the stellar cycles (equivalent to sunspot cycles), i.e., the opposite of what has been observed for the Sun during the satellite era (Lockwood et al., 2007; Hall et al., 2009). Lockwood et al. (2007) suggest that, for younger active stars, the stellar cycles are “spot-dominated” and it is only for older, less active stars (like the Sun), that the stellar cycles are “faculae-dominated”. However, it also suggests to us further evidence that the faculae:sunspot ratio is not as constant as is often assumed on the basis of the satellite observations during Solar Cycles 21 and 22 (see Section 2.2.1).

By splitting the Shapiro et al. (2011) Total Solar Irradiance reconstruction (see Section 2.2.4) into multiple 15 year segments, Judge et al. (2012) were able to compare the secular trends during these segments to the 10-20 year trends of the Sun-like stars in the database. Although they found that the relatively high amplitudes of the solar variability implied by the Shapiro et al. (2011) reconstruction were probably overestimated by a factor of two, they found that the secular trends themselves were consistent with the stellar observations. However, they cautioned that to properly assess the reliability of the 30-50 year secular trends implied by the Shapiro et al. (2011) reconstruction and others, it would be highly preferable to have at least 30-50 years of stellar observations, rather than the ~15 years they had. Hence, they called for the stellar observation programmes to be continued for at least another few decades. Shapiro et al. (2013) echoed this recommendation, as do we.

With this in mind, it is disappointing that the Mount Wilson Observatory programme has been discontinued. However, we note that the recent Kepler mission to try and identify exoplanets (i.e., planets orbiting other stars) gathered short-term information for a very large number of Sun-like stars (Basri et al., 2013). Although this data is far too short-term (i.e., of the order of 30 minutes to three months) for studying secular trends (i.e., greater than 10-20 years), the data can still provide us with more information on how the Sun compares with other stars (Basri et al., 2013). It also could be used for identifying other potential Sun-like stars if future researchers wish to expand the number of stars to be considered for stellar observation.

### 2.2.4. Solar proxy-based Total Solar Irradiance reconstructions

From the discussion above, it should be apparent that depending on which solar proxy dataset(s) are used, different estimates of the trends and fluctuations in solar activity since the 19th century (and earlier) can be obtained. Additionally, in order to convert these datasets into estimates of Total Solar Irradiance, researchers often calibrate the datasets using one of the satellite composites discussed in Section 2.1. We saw that
each of the three composites implies slightly different trends over the satellite era (Figure 3), so the choice of which composite to use for calibration can significantly influence the longer term trends. Hence, several different reconstructions of the Total Solar Irradiance trends have been proposed. Figure 8 shows the trends and fluctuations of eight of these reconstructions since the 19th century which have recently been proposed (or updated).

Although each of the reconstructions uses a different method and/or model for converting the solar proxies into Total Solar Irradiance values and incorporates some information from more than one type of proxy, four of the estimates are primarily based on the sunspot numbers and related proxies (e.g., sunspot areas), i.e., Lean et al. (1995); Wang et al. (2005); Krivova et al. (2007; updated 2010); and Vieira et al. (2011). A fifth reconstruction, Shapiro et al. (2011), also used sunspot numbers to calculate the high frequency variability of their estimate.

On the other hand, while Hoyt & Schatten (1993; updated by Scafetta & Willson, 2014) also used sunspot numbers as one component of their reconstruction, their reconstruction was actually a composite of several different solar proxies. The exact proxies they used is a little unclear from the text, although there is some further information in Hoyt & Schatten (1997). However, their composite seems to have been constructed from the following:

- 1700-1992: The international sunspot numbers - Figure 4(a) - rescaled to match the Nimbus 7 satellite Total Solar Irradiance measurements, i.e., Figure 2.
- 1700-1978: The “mean level of solar activity” - we suspect this is the 23 year running mean of the sunspot numbers, i.e., Figure 4(d).
- 1700-1978: The mean solar cycle lengths, i.e., Figure 4(e).
- 1700-1978: The “normalized rate of solar cycle decay”, i.e., the annually-resolved solar cycle lengths in Figure 4(f).
- 1874-1990: The fraction of spots with no umbra, i.e., Figure 5(d) and, when available, the umbral fraction, i.e., Figure 5(f).
- 1879-1979: The solar equatorial rotation rate, i.e., Figure 5(c).
- 1979-1992: Nimbus 7 satellite Total Solar Irradiance measurements, i.e., top left dataset in Figure 2.

Scafetta & Willson (2014) used the post-1980 ACRIM composite in Figure 3 instead of the Nimbus 7 satellite data for the updated version used in this paper (1700-2013).

The remaining two estimates (Steinhilber et al., 2009 and Bard et al., 2000; updated by Ammann et al., 2007) were derived from cosmogenic isotope records, as was the pre-1640 portion (not shown here) of the Vieira et al. (2011) estimate. Shapiro et al. (2011) also used cosmogenic $^{10}$Be isotope records to calculate the low frequency variability of their estimate.

As mentioned earlier, much of the debate over the various long-term solar activity reconstructions has centred over how recent solar activity compares to solar activity during the Maunder Minimum. In this regard, there are currently two main groups of reconstructions – those arguing that there has been a substantial increase in solar activity since the Maunder Minimum (“high solar variability”), and those arguing that the
increase has been fairly modest ("low solar variability") - see Figure 8. Some of the different estimates which have been made of the approximate difference in Total Solar Irradiance between the Maunder Minimum and present are listed in Table 2.

Interestingly, Lean et al. have repeatedly reduced the variability of their reconstruction from their original 1995 estimate (Lean et al., 1995) to their 2000 estimate (Lean, 2000) to the current Wang et al. (2005) estimate. We can see from Figure 8 that the Lean et al. (1995) reconstruction implied a relatively high solar variability. However, the more recent update of this reconstruction by Wang et al. (2005) is a low solar variability reconstruction. With this in mind, in Figure 9, we compare all three of these Lean et al. reconstructions.

Figure 8. Some of the proposed Total Solar Irradiance (TSI) reconstructions (shown since 1800). The four reconstructions on the right are ones that were used as "natural forcings" for the CMIP5 Global Climate hindcasts in the Intergovernmental Panel on Climate Change (IPCC)'s 5th Assessment Report (5AR) All eight reconstructions are shown with the same scale, but the absolute values of the y-axes have been varied to fit

Lean et al. (1995) consisted of two components – both of which were derived from the group sunspot numbers. One component described the ~11 year solar cycle and was derived by rescaling the sunspot numbers to match satellite-based estimates of Total Solar Irradiance in the satellite era, and combining this with information from sunspot area measurements from the Royal Greenwich Observatory for the post-1874...
period. The other component was to describe the long-term background trends, and was based on the average number of sunspot groups in each cycle, i.e., Figure 4(h). This background component was scaled to match the estimates of the difference between the Maunder Minimum and the present implied by the stellar and solar observations of White et al. (1992) and Baliunas & Jastrow (1990). We can see from Figure 9(a) that the Lean et al., 1995 reconstruction is heavily derived from the sunspot number record, but implies a relatively high solar variability due to this background component.

![Figure 9. Plots showing how the three Lean et al. Total Solar Irradiance (TSI) reconstructions compare to a simple linear scaling of the group sunspot numbers (SSN). The linear scaling functions and associated $R^2$ values for each reconstruction are shown in the corresponding panels.](image)

Table 2. Various estimates of the difference in Total Solar Irradiance between the Maunder Minimum and present.

<table>
<thead>
<tr>
<th>Study</th>
<th>Maunder Minimum vs. present difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shapiro et al., 2011</td>
<td>3.9 W/m²</td>
</tr>
<tr>
<td>Bard et al., 2000</td>
<td>3.4-8.9 W/m²</td>
</tr>
<tr>
<td>Zhang et al., 1994</td>
<td>2.7-8.2 W/m² (i.e., 0.2-0.6%)</td>
</tr>
<tr>
<td>Cliver et al., 1998</td>
<td>~7.4 W/m² (i.e., 0.54%)</td>
</tr>
<tr>
<td>Lean et al., 1995</td>
<td>~3.3 W/m²</td>
</tr>
<tr>
<td>Lean, 2000</td>
<td>~2.8 W/m²</td>
</tr>
<tr>
<td>Wang et al., 2005</td>
<td>~1 W/m²</td>
</tr>
<tr>
<td>Steinhilber et al., 2009</td>
<td>0.5-1.3 W/m²</td>
</tr>
<tr>
<td>Vieira et al., 2011</td>
<td>~1.3 W/m²</td>
</tr>
<tr>
<td>Krivova et al., 2007</td>
<td>0.9-1.5 W/m²</td>
</tr>
</tbody>
</table>
The Lean (2000) reconstruction was similarly split into two components. For the ~11 year cycle component, Lean used a series of different solar proxies for different portions of the reconstruction. For the background component, she used a 15 year running mean of the group sunspot numbers, instead of using the average group counts per cycle. Both of these components yielded broadly similar results to the Lean et al., 1995 versions. However, when scaling the background component, she reduced the magnitude of the difference between the Maunder Minimum and present. As a result, the solar variability of the Lean, 2000 reconstruction was lower than the earlier version.

Wang et al. (2005) developed a rather complex theoretical model for their reconstruction which was based on the results of magnetic flux transport simulations. However, despite the complex nature of their theoretical model, it can be seen from Figure 9(c) that their reconstruction is actually not very different from a simple rescaling of the sunspot number records.

Climate modellers contributing to the Coupled Model Intercomparison Project Phase 5 (CMIP5) that was used for the latest Intergovernmental Panel on Climate Change (IPCC) reports were all specifically recommended by the organisers to use the Wang et al., 2005 dataset (http://solarisheppa.geomar.de/cmip5), so not surprisingly all of the hindcasts gave similar results. However, since the Wang et al., 2005 dataset only begins in 1610, some modellers that were also contributing to the related Paleoclimate Model Intercomparison Project Phase III (PMIP3) decided to use slightly different datasets so that they could extend their hindcasts further into the past. HadCM3 used Steinhilber et al. (2009) and several others used Vieira et al. (2011) for the pre-1850 part of their hindcast, while MPI-COSMOS used one by Krivova et al. (Krivova et al., 2007; updated by Krivova et al., 2010) for their entire reconstruction, following the recommendation of Jungclaus et al. (2010), – (see Schurer et al., 2013; Schmidt et al., 2011; Schmidt et al., 2012 for more details).

Although these exceptions meant that the CMIP5 modellers were not all using exactly the same solar dataset, it can be seen from Figure 8 that Wang et al., 2005 and these three additional datasets (Krivova et al., 2007; Steinhilber et al., 2009; and Vieira et al., 2011) all are “low solar variability” datasets. That is, they imply there has been very little solar variability since 1800 when compared with some of the other datasets on the left hand side, e.g., Hoyt & Schatten, 1993 (Hoyt & Schatten, 1993; updated by Scafetta & Willson, 2014), Bard et al., 2000 (Bard et al., 2000; updated by Ammann et al., 2007) or Shapiro et al., 2011 (Shapiro et al., 2011; adapted by Schmidt et al., 2012).

As we will discuss in Section 4.5, this could partially explain why the Intergovernmental Panel on Climate Change (IPCC) failed to find much of a role for natural climate change in recent global temperature trends in their latest reports (Bindoff et al., 2013). Partly for this reason, in Section 5, we will explicitly consider one of the high solar variability datasets not considered by CMIP5, i.e., the updated version of the Hoyt & Schatten, 1993 dataset (Hoyt & Schatten, 1993; updated by Scafetta & Willson, 2014).

2.3. Possible “amplification” mechanisms for solar-climate links

In the previous sections, we considered various estimates of the trends in Total Solar Irradiance, since this seems to be the solar variability factor which should have the most obvious effect on surface air temperature trends. However, several researchers have suggested that there could be other subtle and/or indirect mechanisms by which solar variability could significantly influence the Earth’s climate.
If these hypothesized mechanisms are valid then it is possible that solar variability could have a pronounced effect on the Earth’s climate over a given time period even if the corresponding changes in Total Solar Irradiance were modest. In that case, the effects of solar variability on climate change would appear to have been “amplified” relative to the smaller changes in Total Solar Irradiance.

A detailed discussion of these solar-climate amplification mechanisms is beyond the scope of this review. However, the controversy over these mechanisms has comprised a substantial fraction of the debate over possible solar-climate links. So, here, we will provide a brief overview of the main proposed amplification mechanisms which have been considered in the literature.

Many of these mechanisms are based on the possible influence of galactic cosmic rays on the Earth’s climate – see Kirkby (2007) for a review. However, so far, the evidence for and against such mechanisms has been quite ambiguous and controversial.

One proposed cosmic ray-climate mechanism which has received considerable attention is the suggestion by Svensmark et al. that cosmic rays could play an important role in the formation of clouds (Svensmark and Friis-Christensen 1997; Marsh & Svensmark, 2000; Marsh & Svensmark, 2003; Svensmark, 2007; Svensmark & Calder, 2007; Svensmark et al., 2009; Svensmark et al., 2013). If the presence of cosmic rays increases the probability of cloud formation then it is plausible that periods of low solar activity could lead to generally cloudier conditions (since more cosmic rays enter the Earth’s atmosphere when the solar wind is weaker). Cloudier conditions could increase the Earth’s planetary albedo (Stephens et al., 2015), reducing the amount of incoming solar radiation absorbed by the Earth system, and thereby cool the planet (Svensmark, 2007). Svensmark & Calder (2007) provide an accessible introduction to this theory.

Svensmark & Friis-Christensen (1997) found an apparently strong correlation between global cloud cover and observed cosmic rays by using a satellite-based cloud cover dataset which covered the period 1980-1995. This initially seemed to offer strong support for this mechanism. However, the correlation does not seem to have held for updated versions of the dataset (Soon et al., 2000; Laut, 2003). Marsh & Svensmark (2000) modified the original theory, by suggesting that the proposed effect was most pronounced on low-lying clouds, and that there was an apparently strong correlation between cosmic rays and low-lying clouds. Yu (2002) offered further support for modifying the theory to take into account the altitudes of clouds. However, when alternative versions of the low cloud cover and cosmic ray datasets were used, this correlation was not apparent (Laut, 2003).

Still, if the proposed link between cosmic rays and cloud cover transpires to be insignificant, this does not preclude the possibility of other mechanisms by which cosmic rays could significantly influence the climate (Kirkby, 2007). For instance, Tinsley et al. have suggested that
cosmic rays could influence the climate through interactions with the global atmospheric electric circuit (e.g., Tinsley 2012; Voiculescu et al., 2013 and references therein). Specifically, Tinsley (2012) suggests that incoming cosmic rays can electrically induce changes in the ionosphere-earth current density \( J_z \), which in turn can modulate cloud microphysics and storm vorticity (see e.g., Hebert et al., 2012). This could, for instance, affect winter atmospheric circulation patterns such as the North Atlantic Oscillation and the Arctic Oscillation (e.g., Zhou et al., 2014).

If some substantial link between cosmic rays and the Earth’s climate exists, then this also offers an additional mechanism for a very long-term astronomical influence on climate change, aside from solar variability. If the interstellar concentration of cosmic rays changes significantly as the Solar System moves through the galaxies, then this could alter the relative magnitude of this solar-climate effect over timescales of hundreds of millions of years, and could partly explain the Earth’s apparent alternation between ice ages and non-ice ages which is suggested by geological records (Svensmark, 2012; Shaviv et al., 2014).

Other proposed amplification mechanisms are based on the differences in the solar irradiance trends at different wavelengths. Although satellite measurements suggest that the changes in Total Solar Irradiance are relatively small over a single solar cycle (~0.1%), the corresponding changes for some of the ultraviolet (U.V.) frequencies can be of the order of 5-10% (Lean et al., 1995; Lean, 2000).

Most of the incoming Total Solar Irradiance in the ultraviolet frequencies is absorbed by the ozone layer in the stratosphere. As a result, it is often assumed that this higher solar variability would not directly affect tropospheric temperatures. However, several researchers have proposed several mechanisms by which a possible link between ultraviolet solar variability and the stratosphere could indirectly influence the climate in the troposphere (e.g., Haigh et al., 2010; Lean & DeLand, 2012; Lockwood et al., 2010).

If this is the case then significant changes in the ultraviolet component of the Total Solar Irradiance could offer a possible amplification mechanism for a solar-climate link. However, a major problem for studying these possible links is that our understanding of the variability in the ultraviolet component is still mostly limited to the satellite era measurements. Some researchers have tried to develop models for estimating the variability of the solar spectrum (e.g., Lean et al., 1995; Lean, 2000; Krivova et al., 2007; Vieira et al., 2011; Fontenla et al., 2011), but probably we will need a longer period of direct monitoring of ultraviolet variability before we can draw robust conclusions about how the long term trends in the ultraviolet frequencies compare to those for Total Solar Irradiance.

As we will discuss in Section 5.3, two of us (MC & RC) have argued elsewhere that the stratosphere and troposphere are much more closely linked than has been previously assumed (Connolly & Connolly, 2014f; Connolly & Connolly, 2014g; Connolly & Connolly, 2014h). If this is the case, then a solar influence on stratospheric temperatures would also influence tropospheric temperatures. Hence, the effects of a possible solar-stratosphere link on tropospheric temperatures would be less indirect than was assumed by Haigh et al. (Haigh et al., 2010; Lean & DeLand, 2012; Lockwood et al., 2010). However, this would not change the fact that if there are significant trends in the ultraviolet component
of the Total Solar Irradiance, this might provide an additional mechanism for a solar-climate link which might not be apparent from the non-partitioned Total Solar Irradiance trends.

Reid (1991) found an apparently strong correlation between the envelope of sunspot activity (see Figure 4(g)) and sea surface temperature trends but the correlation was not as strong with land temperature trends. As we will discuss in Section 4.2, the latest estimates of sea surface temperature trends are more compatible with land temperature trends (at least for the Northern Hemisphere). However, this early study highlighted the possibility that solar activity might have a more pronounced influence on sea surface temperatures than those on land, due to the large heat capacity of the oceans (Reid, 1991; Gray et al., 2010; Soon & Legates, 2013).

One of us (WS) has recently suggested that, if changes in solar activity strongly influenced sea surface temperatures, this could alter the oceanic circulation patterns, which could in turn influence land temperature trends (Soon & Legates, 2013).

2.4. Summary of the current debates

Main points of general agreement:

- Solar input is probably one of the most important drivers of Earth’s climate. So, any substantial changes in solar input that might have occurred in the past should in theory have resulted in significant climate change.
- During the satellite era, there are considerable uncertainties in accurately estimating solar activity, especially during the so-called “ACRIM gap”.
- The average Total Solar Irradiance at 1 Astronomical Unit (AU) is currently somewhere in the range 1360-1380 W/m².
- All the different solar proxies are just “proxies”, and so, before the satellite era, they can only be used to suggest approximate TSI trends.
- The Total Solar Irradiance was probably lower during the Maunder Minimum than it is today by some value in the range 0.5-8.9 W/m² – see Table 2.
- There was a general increase in Total Solar Irradiance during the early-to-mid-20th century, and Total Solar Irradiance was probably on average lower in the 19th century than it is today.
- There has been a slight reduction in Total Solar Irradiance since the end of the 20th century, although there is debate over whether this reduction began earlier or not.

Main points of debate:

- During the satellite era, what trends in solar activity (if any) have occurred between solar cycles? There is considerable disagreement on this with one group claiming there has been a decrease in solar activity (PMOD), one claiming solar activity has remained fairly constant (RMIB) and the other claiming solar activity increased during the 1980s and 1990s (ACRIM).
- What is the exact value of the current Total Solar Irradiance (at 1AU)?
• In terms of solar proxies for the pre-satellite era, which aspects of solar variability are most relevant for reconstructing past Total Solar Irradiance?

• In particular, how much of the trends in Total Solar Irradiance are/are not captured by the widely-used sunspot number records (and similar proxies)?

• Did the mid-20th century solar peak occur in the 1930s, 1940s, 1950s or 1960s? Also how much did solar activity decrease from this peak until the satellite era?

• What is the magnitude of the difference in Total Solar Irradiance between Maunder Minimum and now?

• Is studying Total Solar Irradiance trends sufficient for studying possible solar-climate links, or are there “solar-climate amplification mechanisms” which also need to be accounted for?

3. Surface air temperature data: compilation of regional trends

As two of us (RC & MC) discussed in Connolly & Connolly (2014c), the main dataset used by most of the current weather station-based estimates of global temperature trends is the Global Historical Climatology Network (GHCN) monthly dataset. Until recently, this dataset was maintained by the NOAA National Climatic Data Center, and at the time of writing could still be accessed from: https://www.ncdc.noaa.gov/ghcnm/v3.php. However, in April 2015, the National Climatic Data Center was merged with the new NOAA National Centers for Environmental Information (NCEI), and may need to be accessed via the relevant link on the new website instead, in the future.

We have used the GHCN dataset for our analysis below. However, as discussed in Connolly & Connolly (2014c), there are several serious limitations with this dataset, which impose the following restrictions on our analysis:

• Aside from the contiguous U.S. component of the dataset (called the USHCN dataset), there is no accompanying station history information. Instead, all that is provided for each station is a monthly temperature record, and some brief metadata to describe the station’s current location and properties, i.e., station co-ordinates, whether or not it is an airport station, etc.

• There is a dramatic decrease in station coverage after 1990. In some cases, this is due to station closures, e.g., some former Soviet Union stations. However, for many of the stations, this is because the monthly temperature records were not collected directly from the station, but rather were taken from some previous data compilation, and some of these compilations have not been updated since the 1990s.

• Aside from the USHCN, there are very few fully rural stations with relatively long & complete station records. E.g., Connolly & Connolly (2014c) showed that only 8 of the (non-USHCN) fully rural stations had data for at least 95 of the last 100 years.

It is well known that station moves, changes in instrumentation, changes in the station’s environment and other changes can introduce non-climatic biases into a station’s record (e.g., Mitchell, 1953). For this reason, many weather station observers will maintain detailed station histories, documenting any notable changes associated with the station. These station histories are often incomplete, and do not necessarily
provide any information on gradual non-climatic biases which may occur, such as urbanization bias. However, if available, they could be useful for accurately identifying and accounting for some of the main non-climatic biases in individual station records.

Since NOAA also organizes the U.S. Cooperative Observer Program (COOP) which is used for constructing the U.S. component of the dataset (called the USHCN), NOAA had access to the station histories for this component (Menne et al., 2009). In particular, they were able to use the recorded changes in observer time to calculate the non-climatic “time of observation biases” associated with the records (Karl et al., 1986; Vose et al., 2003).

As we will discuss in Section 3.2, we are able to use these corrections for time of observation bias for our analysis of U.S. temperature trends. However, other than the USHCN component, no station histories are provided with the Global Historical Climatology Network dataset.

In the case of our regional estimate for Ireland (Section 3.3), we have obtained the relevant station histories (and parallel measurements) directly from the Irish meteorological organization. However, we do not have station histories for our other two components: China (Section 3.1) and the Arctic (Section 3.4). According to Ren et al. (2008), some station history information (including the times of station moves) is available for several hundred Chinese stations at least. It is likely that station histories could also be obtained for many of the Arctic stations.

Therefore, a potential problem for the analysis in this paper is our lack of station histories when constructing our Chinese and Arctic regional estimates. We suggest that a high research priority for improving the reliability of the available global temperature trend estimates should be the organized collection, digitization and compilation of detailed station histories for individual station records.

Since the Global Historical Climatology Network dataset has no station history information (aside from the U.S. component), in order to attempt to correct the station records for non-climatic biases, NOAA have applied an automated homogenization algorithm to one version of their dataset. This algorithm was developed by Menne & Williams (2009) and systematically compares each station record with the records from 40 of its nearest neighbours. If a station record shows an abrupt jump (or trend) relative to some of its neighbours, the algorithm may identify this as a “non-climatic bias”, and apply a step change adjustment to the record (Menne & Williams, 2009). Believing that these adjustments are accurate and reliable, many researchers have assumed that the homogenized version of the Global Historical Climatology Network dataset is more reliable than the original unadjusted version (e.g., Menne et al., 2009; Lawrimore et al., 2011; Jones et al., 2012).

It is true that the Menne & Williams, 2009 algorithm has performed very well at identifying (and correcting) artificially introduced biases in simulated data (Venema et al., 2012; Williams et al., 2012). However, two of us (RC & MC) have shown that the algorithm performs poorly when a substantial fraction of neighbouring stations are similarly affected by comparable non-climatic biases (Connolly & Connolly, 2014c; 2014d). In such cases, the algorithm can often lead to a blending of the non-climatic biases between stations, rather than actually removing the biases.
In particular, when a substantial fraction of neighbouring stations have all been affected by urbanization bias (as is the case for many urban areas), the Menne & Williams algorithm can lead to “urban blending”. That is, the urbanization bias of heavily urbanized stations is only reduced to match the average urbanization bias of the neighbours, and if there are only a few rural neighbours, they may have “urbanization” bias artificially introduced into their records (Connolly & Connolly, 2014c). Similarly, if the majority of stations in an area are affected by similar biases, as seems to be the case for siting biases in the U.S., the algorithm can actually introduce biases into the records of non-biased stations (Connolly & Connolly, 2014d).

For these reasons, in this study, we will treat the homogenized version of the Global Historical Climatology Network with caution, and will predominantly base our analysis on the unadjusted version. However, where appropriate, we will also discuss the homogenization adjustments generated by the Menne & Williams algorithm.

Recently, considerable work has been carried out into developing more comprehensive temperature datasets than the Global Historical Climatology Network, e.g., the Berkeley Earth project (Rohde et al., 2013) and the International Surface Temperature Initiative (ISTI) project (Rennie et al., 2014). Although, these new projects do not currently seem to involve the collection of station histories either, they do seem to have significantly increased the available data from station records. So, this could be a useful dataset for future research. However, for this review we will focus on the Global Historical Climatology Network (version 3), since this is the dataset which has been predominantly used (directly or indirectly) since the late 1990s for most temperature trend studies – see Connolly & Connolly (2014c).

For calculating the annual mean gridded temperature trends for each of the regions, we adopt the same approach used in Connolly & Connolly (2014c), i.e.,

1. All stations meeting the required characteristics for a particular subset are identified.
2. Each station's monthly temperature record is converted into an annual temperature record, by calculating the mean temperature of all 12 months for a calendar year. If data for one or more months is missing for a year, we do not calculate the mean for that year.
3. The annual records for each station are then converted into "temperature anomaly records", by subtracting the mean annual temperature over the 1961-1990 period for that station from each annual value. This means that if the temperature anomaly for a given year is negative, then it was colder than the 1961-1990 average for that year, and if it is positive, then it was warmer.
4. Stations are assigned into 5° latitude ×5° longitude boxes. The annual mean temperature anomalies for a given grid box are then calculated as the mean of all of the available anomaly records for each year, in that grid.
5. Gridded regional temperature anomalies are then calculated for the subset by averaging together the anomalies of all grid boxes with data for a given year, weighting by the surface area of the grid boxes, which is approximated as being proportional to the cosine of the mid-latitude of the box.
To calculate our smoothed values, we use an 11pt binomial weighting, i.e., we apply the following weights to the 11 year period starting 5 years before a given year and ending 5 years after that given year: \([1, 10, 45, 120, 252, 210, 120, 45, 10, 1]\). These weights are the 11th power binomial coefficients, i.e., the coefficients of \((1+x)^{11}\). By using this weighting (as opposed to e.g., an 11 point boxcar running mean), the contributions of values far from the given year are quite small, but the annual variability is still substantially dampened, making the plots seem less “noisy”.

Although the National Climatic Data Center did not include any station histories for the stations in the Global Historical Climatology Network dataset, they did provide some basic station metadata, i.e., data describing the station and its environment. This metadata includes two different estimates of how urbanized each of the stations is. For each station, they included rough estimates of the population associated with any neighbouring towns or cities in the vicinity, provided the estimated population was greater than 10,000. On the basis of this estimate they defined each station as being “rural” (population <10,000), “small town” (10,000 ≤ population < 50,000) or “urban” (population ≥ 50,000). They also considered an additional measure based on the brightness of the night-lights in the area, as determined from satellite measurements. As for the population estimates, there are three possibilities: rural, small town or urban.

As discussed in Connolly & Connolly (2014a), both of these metrics are relatively crude, and a station which is identified as “urban” by one of the metrics might be considered “rural” by the other, or vice versa. However, since both metrics are completely independent, if a station is considered “urban” by both metrics, it is likely to be a highly urbanized station. Similarly, if a station is considered “rural” by both metrics, it is unlikely to be majorly affected by urbanization. Therefore, for this analysis, we combine these two urbanization metrics together to create a more rigorous threshold, as in Connolly & Connolly (2014c). That is, we define stations as being “fully rural” if they are rural according to both estimates, “fully urban” if they are urban according to both estimates and otherwise “intermediate”.

3.1. Rural China

The first of our four regions which we will consider is China. Several attempts have already been made to estimate the long-term (100 years+) regional surface temperature trends of China, e.g., see Tang et al. (2010) for a review.

Unfortunately, not many Chinese weather stations were active before the People’s Republic was founded in 1949. Instead, most of the available Chinese station records began in 1953 or later. From Table 3, it can also be seen that there is a sharp drop in the number of available stations in the Global Historical Climatology Network after 1990. Several researchers using alternative datasets do not seem to have had this post-1990 drop off problem (e.g., Wang et al., 2004; Li et al., 2004; Tang & Ren, 2005; Ren et al., 2008; Hua et al., 2008; Yang et al., 2011; Wang & Ge, 2012; Li et al., 2013). So, this seems to mostly be a limitation of the Global Historical Climatology Network dataset, as opposed to a genuine large-scale reduction in station numbers. However, since we are relying on this dataset for the analysis in this paper, the reliability of our post-1990 regional estimates for China will be limited by this restriction.

---

4 Areas which have been highly urbanized and have access to electricity tend to be brighter at night because of street lights, building lights, etc.
Table 3. Maximum numbers of Chinese stations in the Global Historical Climatology Network for different periods

<table>
<thead>
<tr>
<th>Period</th>
<th>Fully rural</th>
<th>Intermediate</th>
<th>Fully urban</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>1841-1906</td>
<td>0</td>
<td>0%</td>
<td>0</td>
<td>11</td>
</tr>
<tr>
<td>1907-1950</td>
<td>13</td>
<td>12%</td>
<td>34</td>
<td>60</td>
</tr>
<tr>
<td>1951-1990</td>
<td>126</td>
<td>30%</td>
<td>183</td>
<td>108</td>
</tr>
<tr>
<td>1991-2014</td>
<td>17</td>
<td>23%</td>
<td>18</td>
<td>38</td>
</tr>
<tr>
<td>All time</td>
<td>126</td>
<td>30%</td>
<td>183</td>
<td>108</td>
</tr>
</tbody>
</table>

Despite the limitations in the available data, most long-term estimates which consider pre-1953 temperatures find evidence of an early 20th century warm period (1920s-40s) which has some similarity to the recent warm period, e.g., see Figure 1 of Tang et al. (2010). Uncertainty exists over the relative warmth of the modern & early warm periods, i.e., was one warmer than the other, and if so, by how much?

In a previous study, one of us (WS) considered the influence of solar activity on regional temperature trends for China (Soon et al., 2011), by using one of these long-term estimates, i.e., the Wang et al. (2001) regional temperature estimate. However, although Soon et al. assumed that the homogenization techniques used by Wang et al. had accounted for urbanization bias (and other non-climatic biases), Tang et al., 2010 noted that none of the current long-term estimates have explicitly dealt with the urbanization bias problem.

In the last few decades, China has seen a dramatic increase in urbanization. For this reason, it is likely that urbanization bias is a problem for many station records. The acceleration in urbanization has been so rapid that most of the formerly “rural” stations have now become urbanized (Wang & Ge, 2012; Yang et al., 2013).

This is a particular problem for the Global Historical Climatology Network, as can be seen from Table 3 – although there are 126 fully rural stations with data during the 1951-1990 period, there are only 13 and 17 fully rural stations during the 1907-1950 and 1991-2014 periods respectively, and none of the stations with records before 1907 are still fully rural.

Despite the challenges of the urbanization bias problem for Chinese records, there have been several attempts to quantify the bias in recent years (e.g., Zhou et al., 2004; Li et al., 2004; Ren et al., 2008; Hua et al., 2008; Yang et al., 2011; Ren & Ren, 2011; Wang & Ge, 2012; Yang et al., 2013; Li et al., 2013). For individual urban stations and areas in China, the temperature records can be very strongly affected by urbanization bias. For instance, Ren et al. (2007) found that between 65-80% of the apparent warming trend over the 1961-2000 period for the Beijing and Wuhan station records was probably due to increasing urban heat islands. However, there is quite a bit of debate over the net effect of these biases on regional trends, e.g., see Table 1 of Yang et al. (2011). These estimates range from very small (0.012°C/decade) (Li et al., 2004) to quite substantial (0.09°C/decade) (Wang & Ge, 2012).
From Table 3, we can see that for the 1951-1990 period, there is a relatively large number of fully rural (126), intermediate (183) and fully urban (108) stations for China. Therefore, by comparing the trends for these subsets, we can get a reasonable estimate of the net urbanization bias over this 40 year period. We can see from Figure 10 that the more urbanized a subset is, the greater the warming trend.

For all subsets, the temperature trends over this period are quite non-linear (as can be seen from the relatively low $r^2$ values for the linear fits). However, if we approximate the trends as linear, the temperature trends increase from +0.025°C/decade (fully rural) to +0.088°C/decade (intermediate) to +0.119°C/decade (fully urban). The trends for all stations are +0.109°C/decade. If we assume that the fully rural stations are unaffected by urbanization bias, while the other subsets are, then we can estimate the extent of urbanization bias in the “all stations” trends by subtracting the fully rural trends. This gives us an estimate of +0.094°C/decade urbanization bias over the 1951-1990 period – similar to Wang & Ge (2012)'s +0.09°C/decade estimate.

Figure 10. Urbanization bias study for China during period of maximum station coverage (1951-1990).
This suggests that as much as 86% of the warming trend in the “all stations” estimate for the 1951-1990 period may be urbanization bias. Indeed, if we look at the fully rural subset in Figure 10(a), the temperatures at the beginning of the period were comparable to those at the end of the period. Admittedly, if we look outside this period (see Supplementary Information), the 1970s-1990 warming continued for all subsets until at least the end of the 1990s, and so stopping our analysis in 1990 could be a bit misleading. However, the 1970s-1990s warming followed a period of cooling which began in the late 1940s. So, starting our analysis in 1951 could also be a bit misleading. In other words, we should be wary in extrapolating our analysis in Figure 10 far beyond the 1951-1990 period. Nonetheless, the substantial difference between each of the subsets over this period confirms that urbanization bias is a serious problem for the Chinese stations in the Global Historical Climatology Network.

Some researchers have argued that the Menne & Williams (2009) homogenization algorithm which NOAA apply to generate the homogenized version of the Global Historical Climatology Network should have removed most of the non-climatic biases in the data, including urbanization bias (e.g., Menne et al., 2009; Lawrimore et al., 2011; Hausfather et al., 2013). For this reason, in Figure 11 and Figure 12, we compare the homogenized and non-homogenized trends, and the net effects of the homogenization adjustments to each of the subsets.
Figure 11. (a) Location of all 417 Chinese stations in the Global Historical Climatology Network (GHCN) datasets. "Urban" and "Rural" correspond to fully urban and fully rural stations respectively. (b) Gridded mean temperature trends for all Chinese stations in the non-homogenized (light blue) and homogenized (black) GHCN datasets. (c) Net differences between the gridded means of the non-homogenized and homogenized versions.

In light of our analysis above, the first point to note is that there are almost no net adjustments to the trends of any of the subsets over the 1951-1990 period. If the adjustments were successfully removing the urbanization bias from the subsets, then we would expect to see the warming trends of the “fully urban”, “intermediate” and “all stations” subsets substantially reduced over this period. The fact that this does not happen confirms the analysis by two of us (RC & MC) in Connolly & Connolly (2014c), where we concluded that the Menne & Williams (2009) homogenization algorithm is unreliable for removing urbanization bias.

Of course, there are many other types of station changes which could introduce non-climatic biases into the station records, e.g., station moves (Mitchell, 1953) or changes in times of observation (Karl et al., 1986). If we had access to the station histories for the Chinese stations, then we might be able to manually assess the possible non-climatic biases introduced by such changes into individual station records. However, since station histories are not available with the Global Historical Climatology Network dataset, such an analysis is beyond the scope of this study.
Figure 12. Net effect of the Menne & Williams, 2009 homogenization adjustments on the three Chinese subsets for the January 2015 version of the Global Historical Climatology Network (GHCN) dataset.

On the other hand, Menne & Williams (2009) have argued that their algorithm should be able to identify and remove most of the main non-climatic biases in the station records. So, it is worth considering whether or not their adjustments are still useful for removing the non-urbanization-related biases from the Chinese station records.

While the times of observation since 1953 seem to have been well regulated in China, this does not seem to have been the case for earlier records (Tang et al., 2010). From Figure 11 and Figure 12, we can see that most of the Menne & Williams adjustments occur in the pre-1953 portions of the records. So, it is plausible that some of the net adjustments are a result of correcting for time of observation bias. However, we note that Tang & Ren (2005) attempted to partially account for time of observation bias by using a combination of maximum and minimum temperature records (Tang & Ren, 2005; Tang et al., 2010), yet their reconstruction was quite similar to the gridded mean average when using the non-homogenized dataset, i.e. compare the light blue curve in Figure 11(b) to Tang & Ren (2005)’s Figure 2. This suggests that the net biases from changes in time of observation are quite modest for the Chinese network.

Still, this does not rule out the possibility that the relatively large pre-1950s Menne & Williams adjustments may be correctly removing some other non-climatic biases, such as those introduced by station moves.
Figure 13. Our mostly rural Chinese regional temperature composite.

On the other hand, as discussed earlier, when the number of fully rural stations in an area is low (i.e., pre-1951), this algorithm & other similar ones such as the Easterling & Peterson 1995 algorithm used by Li et al. (2004) will lead to urban blending, meaning that the urbanization bias will tend to be distributed amongst all stations (urban and rural) to generate a uniform “homogenous” blend. This could explain why Li et al., 2004 failed to identify much urbanization bias in their analysis.

Indeed, from Figure 12, we can see that the magnitude of the adjustments for the pre-1951 period is actually greatest for the fully rural subset, and the homogenization algorithm reduces the warmth of the mid-20th century warm period, effectively introducing a warming trend into the fully rural subset. This is consistent with urban blending. If the homogenization algorithm has indeed introduced urban blending, then this would have reduced the reliability of the station records, rather than improved it.

For these reasons, to construct our Chinese regional estimate we will use the non-homogenized dataset. However, if detailed station histories for these stations can be obtained, future work could involve using this information to correct our estimate for non-climatic biases other than urbanization bias.
Ideally, in order to minimise the amount of urbanization bias in our regional temperature estimate, we would only use fully rural stations. However, we can see from Table 3 that outside of the peak 1951-1990 period, there are very few fully rural stations in the dataset. Therefore, outside this period, as a compromise to maintain reasonable station coverage, we merely remove the fully urban stations. That is, we include both fully rural and intermediate stations for the post-1990 and 1907-1950 periods.

For the pre-1907 period, the only stations available are fully urban stations. However, if we assume that most of the urbanization bias introduced into these station records has occurred in recent decades, then perhaps the urbanization bias in the pre-1907 period for the fully urban stations is relatively small in magnitude. With this in mind, we extend our composite back to 1841 by including all available stations for the 1841-1906, even though all of these stations are now fully urban.

Since the long term trends for each of these subsets is different (see Supplementary Information), it is important to renormalize each of the segments before combining them together. Otherwise, there would appear to be a sharp temperature jump between segments. To overcome this, when adding the 1907-1950 segment to our reconstruction, we renormalize the “no fully urban” subset so that it has the same mean temperature anomaly as the fully rural subset over the following 15 year period, i.e., 1951-1975. Similarly, when adding the 1841-1906 segment, we renormalize the fully urban subset so that it has the same mean temperature anomaly as our (renormalized) “no fully urban” subset over the 1907-1922 period. However, we do not need to renormalize the 1991-2014 segment, since both the 1951-1990 and 1991-2014 segments are already calculated relative to the same 1961-1990 period.

3.2. Rural U.S.

Recently, two of us (RC & MC) carried out a detailed analysis of the regional temperature trends for the contiguous U.S., i.e., all United States except Hawai‘i and Alaska (Connolly & Connolly, 2014c; Connolly & Connolly, 2014d). As part of this analysis, we identified that a relatively large number of fully rural stations were available for the period 1895-present. This was partly, as a result of the U.S. Cooperative Observer Network (COOP) program and partly because Karl et al. (1988) had intentionally selected mostly rural stations from this network when they were constructing the USHCN dataset (i.e., the U.S. component of the Global Historical Climatology Network) to minimise the effects of urbanization bias.

In total, 272 of the 1218 stations (22.3%) in the USHCN dataset were fully rural, and had enough data for our analysis, and the locations of these stations are fairly evenly distributed across the contiguous U.S. – see Figure 14(e). The unadjusted gridded mean temperature trends of these stations are shown in Figure 14(a).
Figure 14. (a-c) Rural U.S. temperature trends before (black dashed lines) and after various adjustments to account for non-climatic biases. (d) Stations used for each year. (e) Locations of fully rural U.S. Historical Climatology Network (USHCN) stations used. Filled blue circles indicate the locations of those stations with data before 1895.

The COOP program only began providing large amounts of data from 1895 on. So, in the earlier Connolly & Connolly (2014c; 2014d) analysis, we only considered U.S. trends for the 1895-2011 period. However, from Figure 14(d) and (e), we can see that there are also some
fully rural stations with data for the 1881-1894 period. Hence, for this study, we have extended our original analysis to cover the 1881-2014 period, but we would recommend treating the pre-1895 period with some caution.

Karl et al. (1986) noted that there had been systemic changes in the average times during which COOP observers had made their measurements over the course of the 20th century. Karl et al. argued that these changes had introduced “time of observation biases” into many of the COOP station records. For this reason, they developed a series of statistically and empirically derived adjustments which could be applied to the COOP station records to account for these biases, provided that the times of observations were known.

With this in mind, since NOAA have access to the station histories for the USHCN stations, they have applied Karl et al. (1986)’s “Time of Observation Bias” adjustments to each of their USHCN datasets except for the unadjusted version. Hence, for this study, we will use the Time of Observation Bias adjusted dataset for our U.S. regional estimates - Figure 14(b).

It can be seen from Figure 14 that these adjustments introduce a slight warming trend into the temperature estimates. Specifically, two of us (RC & MC) have shown elsewhere that these Time of Observation Bias adjustments introduce a warming trend of roughly +0.20°C/century to U.S. temperature trends relative to the unadjusted data (Connolly & Connolly, 2014d).

Balling & Idso (2002) were sceptical of the reliability of these adjustments and noted that the unadjusted U.S. trends showed a better match to U.S. temperature trends derived from upper air (weather balloon and satellite) measurements than the adjusted data. However, Vose et al. (2003) reconfirmed that the Time-of-observation bias adjustments were necessary due to the systemic change in U.S. observer behaviour over the 20th century.

Connolly & Connolly (2014c) found that, after applying Time-of-Observation bias adjustments, the 10% of U.S. stations that were “fully urban” showed an urbanization bias of approximately +0.50°C/century relative to the 23% of stations that were “fully rural”. If, as a crude approximation we assume the remaining 67% of the U.S. stations (i.e., “intermediate” urbanization) had an urbanization bias of roughly half that, then the average urbanization bias in the Time of Observation bias adjusted dataset is about +0.22°C/century, i.e., 10% × 0.50 + 67% × 0.25.

In that case, the urbanization bias in the U.S. Historical Climatology Network would be slightly greater than the time-of-observation bias – although of opposite sign. In other words, the warming trend introduced by the time-of-observation adjustments should probably be counteracted by a similar cooling trend to account for urbanization bias. For this paper, we do not need to do this since our U.S. estimates are calculated from only the “fully rural” stations. However, we note that this could explain the apparent contradiction between the Balling & Idso (2002) and Vose et al. (2003) analyses for the full U.S. Historical Climatology Network.

Having said that, although urbanization bias is unlikely to be a major problem for our U.S. rural subset, the recent Surface Stations survey has revealed that about 70% of the U.S. Historical Climatology Network stations are currently sited in poorly or badly exposed locations (Fall et
al., 2011; Menne et al., 2010; Connolly & Connolly, 2014d). The local environment within a few hundred metres of a thermometer station can lead to unusual “micro-climates”, which are unrepresentative of the climate in the surrounding area. As a result, it is quite likely that a reduction in the siting quality of the stations over time has introduced a “siting bias” into the station trends for both rural and urban stations.

The magnitude (and sign) of the average siting bias has been controversial – see Connolly & Connolly (2014d) for a review and summary by two of us (RC & MC). However, Connolly & Connolly (2014d) found that poor station siting seems to have introduced a warming bias of roughly +0.09°C/century to U.S. temperature trends in the Time-of-Observation adjusted dataset. Unfortunately, because only 8% of the U.S. Historical Climatology Network stations are currently well-sited according to the Surface Stations results, there were not enough well-sited stations to determine the exact biases with much accuracy. Also, the siting biases did not seem to be linear in nature. So, the +0.09°C/century calculation is only a very crude estimate.

According to Watts (Watts, 2014 – personal communication with RC & MC), the Surface Stations team have recently adopted a new classification system which they believe is able to more accurately distinguish between good and poor station siting, and under this new system, about 20% of the U.S. Historical Climatology Network stations are well-sited. So, when these new ratings have been published it is possible that a more accurate estimate of the siting biases can be determined.

In the meantime, to correct for siting bias, we will apply the above +0.09°C/century adjustment to our rural U.S. regional temperature estimate Figure 14(c). However, by comparing Figure 14(b) and (c), it can be seen that this adjustment does not majorly alter the long term trends. So, our analysis in this paper should not be substantially different if we used a slightly larger adjustment or included no adjustment for siting biases.

3.3. Rural Ireland

In Connolly & Connolly (2014c), two of us (RC & MC) showed that there were only eight non-US fully rural stations in the Global Historical Climatology Network dataset with data for at least 95 of the last 100 years. In other words, there is a serious shortage of fully rural stations with long, up-to-date and relatively complete records.

Although five of these stations were in Europe, there were several inconsistencies between the trends for each record. It is quite likely that some/all of these inconsistencies are a consequence of non-climatic biases. Indeed, a preliminary internet search identified a number of station changes which could potentially have introduced non-climatic biases.

Unfortunately, because there were so few fully rural stations with long & complete records in the region, it is difficult to establish the true climatic trends for these stations without a station inspection and/or a detailed station history. However, because two of us (RC & MC) are only a few hours’ drive from one of these eight stations (Valentia Observatory, Ireland), we have visited the station and in consultation with
Met Éireann (the Irish National Meteorological Service), we have been able to carry out a detailed assessment of the possible non-climatic biases which might have affected the station record.

According to Met Éireann’s station history for Valentia Observatory, there have only been four significant changes since the start of the record in 1869:

1. A station move in March 1892 (from Valentia Island to the mainland);
2. A change of ownership in September 1937 (from the British Meteorological Office to Met Éireann);
3. A station move of ~350m in February 2001;
4. A switch from a manual weather station to an automatic weather station on 1 April 2012.

The 4 dates of these changes are highlighted in Figure 15 along with the annual mean temperature trends for its entire record (1869-2014). For some reason, the Global Historical Climatology Network was missing monthly values for June 2004 and July 2012 for Valentia Observatory. In order to provide a continuous record for the entire record, we obtained these two missing values directly from Met Éireann’s monthly weather summaries for those months (http://www.met.ie/climate/monthly-weather-reports.asp)

We did not visit the old station location on Valentia Island. However, from our site inspection, the two station locations before and after the 2001 move are both well-sited, with a rating of 2 according to the Leroy (1999) classification used in our Connolly & Connolly (2014d) study. That is, both station locations were more than 30m from any buildings, concrete surfaces or parking lots, and the slope of the ground was less than the recommended maximum slope of 19°. Therefore, the station record is unlikely to have been affected by siting biases.

There is a small town nearby, Cahirciveen (population 1,401 in 2013), which has been expanding over the years. So, it is possible that, in the future, expansion of Cahirciveen might start to introduce some urbanization bias into the station record. But, for now, Valentia Observatory remains outside the town, and the town is still relatively small. So, urbanization bias is unlikely to be a problem for the current analysis.

Now, let us consider what non-climatic biases (if any) the four changes recorded in the station history might have introduced.

It is plausible that the station move in 1892 introduced a step change into the record. However, unfortunately, parallel measurements do not seem to have been made for this station move. Also, none of the other fully rural Irish stations in the Global Historical Climatology Network have data for the 19th century.

---

5 The Leroy, 1999 siting ratings range from 1 (excellent) to 5 (very bad).
As a result, it is unknown what the exact sign and magnitude of any such bias was. The mean temperature for the five year period after the station move (1892-1896) of 10.4°C was slightly higher than the mean for the previous five years (1887-1891) of 10.2°C. So, it is possible that the station move could have introduced a slight warming bias. However, it can be seen from Figure 15 that the year-to-year variability of the record is actually greater than this apparent warming, e.g., the standard deviation over the 1887-1896 period was 0.4°C. Therefore, it is plausible that much or all of this apparent warming was genuine. Indeed, the mean temperature for the 23 years up to the station move (1869-
1891) of 10.5°C was actually the same as the mean temperature of the following 23 years (1892-1914). The station move could even have introduced a cooling bias, in which case the apparent warming might have been underestimated.

Since it is unclear what bias (if any) was introduced by the 1892 station move, we do not apply any correction for this station change. However, we would recommend treating comparisons between the pre-1892 and post-1892 record cautiously. Perhaps if a weather station was reinstalled near the pre-1892 site, and parallel measurements were carried out, the possible bias introduced by the station move could be estimated.

At any rate, for the more recent station history events, more information is available. The change of ownership in 1937 was a political change corresponding to the founding of the Republic of Ireland, but according to Met Éireann, it did not involve any actual changes in the day-to-day running of the station. Therefore, we do not need to apply any correction for the 1937 ownership change.

The February 2001 station move was from one part of the observatory grounds to another. There is a gentle slope of ~3.3° on the grounds, and as a result the new enclosure was ~20m higher than the old enclosure (old elevation = 9.1m; new elevation = ~30m) making it slightly cooler. Also, the old enclosure was only ~100m from the ocean, while the new enclosure is ~450m from the ocean. Either of these factors could have introduced a non-climatic bias.

Before the February 2001 station move, Met Éireann carried out a 24 month comparison between the old and new enclosures, which revealed that the new enclosure was on average 0.3°C colder than the older enclosure (-0.4°C for maximum temperatures and -0.2°C for minimum temperatures) (Met Éireann, 2014 – personal communication with RC & MC). Therefore, we apply a +0.3°C correction to the Valentia Observatory record to all the months after January 2001 – see Figure 15(b).

Met Éireann also provided us with two years (2011-12) of parallel temperature measurements for the automatic station and the older system, which allows us to estimate any non-climatic biases introduced by the switch to the automated system in April 2012. According to the new system, the mean annual temperatures for 2011 and 2012 were 10.91 ±0.04°C and 11.03 ±0.04°C respectively, while for the older system, the corresponding means were 10.89 ±0.04°C and 11.02 ±0.04°C. Therefore, since the annual mean differences between the two systems were less than the error bars, and less than 0.1°C, no correction is necessary for the 2012 switch.

The corrections we apply to the Valentia Observatory record for non-climatic biases are summarised by Figure 15(b). Essentially, the only correction we apply in this case is to increase the post January 2001 temperatures by 0.3°C. It is interesting to compare these corrections (which are based on the actual station history and parallel measurements) to the automated Menne & Williams (2009) data adjustments used to generate the homogenized version of the Global Historical Climatology Network.

Figure 15(c) shows the different homogenization adjustments applied to the Valentia Observatory record for five different updates of the Global Historical Climatology Network. There are several important points to note:
If the Menne & Williams (2009) algorithm was even moderately effective in correctly identifying and correcting for any non-climatic biases in the Valentia Observatory record, then we would expect some consistency in the adjustments it applies between updates. However, all five of the updates yielded different estimates of the “non-climatic biases” allegedly in the record, even though the raw data had not changed aside from the latest data being added to the end of the record each month. [For reference, in Connolly & Connolly, (2014c), our analysis of the Valentia Observatory record was just based on the January 2013 update.]

None of the adjustments applied in any of the updates corresponded to actual station changes in the recorded station history. Hence, it seems that, in this case, all of the “biases” detected by the automated algorithm were false positives. It could be argued that one of the adjustments for the January 2012 and January 2013 updates occurred near the 1937 change, which might indicate a true positive. However, we saw above that the 1937 change was only an administrative one. Also, none of the other three updates made an adjustment then.

None of the updates identified the non-climatic bias introduced by the 2001 station move or any bias for the 1892 station move (which we hypothesised might have introduced a bias). So, the algorithm also generated false negatives.

All of the above highlights the dangers of over-relying on automated homogenization algorithms, such as Menne & Williams (2009) to remove non-climatic biases from station records. They may be a useful tool in identifying possible biases which might otherwise be overlooked, particularly when the available station history is limited, or even absent, as is the case for the non-US component of the Global Historical Climatology Network. However, the above example illustrates the inconsistency and high incidence of false positives and false negatives which can occur.

For these reasons, we strongly recommend making the collection of detailed station histories and other relevant information for individual stations a high research priority. In our case, by obtaining a detailed station history and useful parallel measurements directly from Met Éireann, we were able to manually construct a more plausible, consistent and empirically justified set of adjustments for the Valentia Observatory record.

Let us now compare our adjusted record to the other available station records for the region. In total, in the Global Historical Climatology Network, there are 15 stations for the island of Ireland (one station, Belfast, is in Northern Ireland and the rest are in the Republic of Ireland). However, only five of these stations meet the fully rural requirements.

In Figure 16, we compare our corrected Valentia Observatory record to the trends of the other four fully rural Irish stations, i.e., Belmullet, Malin Head, Birr and Clones. Although none of these records have data before 1950, it can be seen that all five fully rural stations have fairly similar trends during the period of overlap (1950-2014).

For these reasons, we believe that our corrected Valentia Observatory record is fairly representative of Irish rural trends since 1869. With its location at the western tip of an island on the edge of western Europe, right beside the Atlantic Ocean, it is probably also the land station most
representative of long term North Atlantic temperature trends (at least on the eastern side of the Atlantic). If similar station histories and/or parallel measurements were located for some of the other long and complete fully rural station records discussed in Connolly & Connolly (2014c), then our analysis could also be extended to include mainland Europe.

Figure 16. Annual mean temperature trends of all five “fully rural” Global Historical Climatology Network (GHCN) stations for Ireland, after applying our 2001 station move correction to the Valentia Observatory record.

We note that the regional temperature trends Le Mouël et al. (2008; 2009) calculated for mainland Europe are quite different from the above rural Ireland trends. Specifically, Le Mouël et al. found that European temperatures remained fairly constant for most of the 20th century, followed by a sharp stepwise increase in temperatures around 1986. However, when Le Mouël et al. were selecting stations for their estimate, they did not distinguish between urban and rural stations (their main priority was that the stations would have relatively long and complete records). As a result, many of the stations they used were urban stations and these records may be affected by urbanization bias. Also, as
Legras et al. (2010) pointed out, because Le Mouël et al. had (intentionally) used raw unadjusted station records, it is possible that non-climatic biases in the raw records could have introduced significant biases into their regional estimates. On the other hand, as we discussed above, the automated pairwise homogenization algorithms favoured by Legras et al. for removing non-climatic biases can also be problematic. Therefore, while it is plausible that the regional temperature trends for mainland Europe were different than those for rural Ireland, it is unclear how much (if any) of the trends reported by Le Mouël et al. are due to non-climatic biases. For this reason, in this paper, we limit our European analysis to rural Ireland, for which we have detailed information. If, in the future, this analysis is to be extended to mainland Europe, we recommend taking an approach similar to our rural Ireland analysis, i.e., focusing on rural trends and collecting and using station histories (and parallel measurements where available) to try and account for non-climatic biases.

3.4. Arctic Circle

For the purposes of this study, we define “the Arctic” as the region of the Northern Hemisphere that is north of the Arctic Circle, i.e., 66°33′N. As two of us (RC & MC) discussed elsewhere (Connolly & Connolly, 2014c), there are 77 Global Historical Climatology Network stations in this region. The gridded mean temperature trends of these stations are shown in Figure 17a.

We can see evidence of a regional warming from the early 1890s to 1930s followed by a regional cooling until the 1970s, followed by a second regional warming in recent decades. This is broadly similar to other estimates of Arctic temperature trends, e.g., Kuzmina et al. (2008), or the estimate used for the Soon (2005) study, i.e., Polyakov et al. (2003).

From Figure 17a and Figure 17b, we can see that the main net effect of the Menne & Williams (2009) homogenization on the homogenized version of the Global Historical Climatology Network is to slightly reduce the warmth of pre-1958 and post 2005 temperatures relative to the 1958-2005 period. As discussed above, we have concerns over this automated homogenization algorithm, and so for this study, we have preferred to use the estimate based on the unhomogenized data. However, since the net adjustments to the regional trends are relatively small (e.g., compare the dark blue homogenized and light blue unhomogenized curves in Figure 17a), our analysis would have been fairly similar even if we had used the homogenized version. In either case, as for the U.S., substantial non-climatic trends may still exist in both versions. So, it is worth briefly discussing the possibility of non-climatic biases in these estimates.

As a region, the Arctic is still relatively unaffected by urbanization, and so one might naïvely assume urbanization bias to be a negligible problem. However, while the Arctic is a region that is mostly unoccupied by humans, weather stations tend to be located in those areas which are near, or in, human settlements. Klein Goldewijk et al. (2010) has calculated that, even though the total urban area in 2000 for Greenland is only 24 km², the percentage of people living in urban areas in Greenland has increased from 20% in 1900 to 82% in 2000. The world average urban fraction for 2000 was only 47%. As a result, urbanization can still be a problem for Arctic stations.

Moreover, modern settlements in harsh climatic permafrost regions often make the most of technological advances when they become available, e.g., snow ploughs, building insulation and heating. In particular, during the polar winter, anthropogenic heat can often be the main
source of thermal energy in or near human settlements (Hinkel & Nelson, 2007; Konstantinov et al., 2014). So, even towns with a modest population could have quite a large urban heat island in such regions.

For instance, even though Barrow, Alaska (USA) has a relatively small population (4,600 in 2000), Hinkel & Nelson, 2007 found it has an average urban heat island of ~2°C for the four winter months (December-March). Although this high latitude urban heat island seems to be mostly a winter phenomenon, this would still introduce a warming bias of ~0.5-1.0°C to annual temperatures over the entire Barrow record. Similarly, Magee et al. (1999) have shown that Fairbanks, Alaska (USA) developed an average annual urban heat island of 0.4°C (1.0°C during the winter) over the 49 year period from 1949-1997, even though its population was still less than 35,000.

Only one of the 77 Global Historical Climatology Network stations in the Arctic Circle is “fully urban” – Murmansk, Russian Federation (68.97°N, 33.05°E; 2010 population of 307,257). However, it can be seen from Table 1 that a substantial fraction of the stations are “Intermediate”, i.e., the same urban rating as Barrow and Fairbanks.

Table 4. Mean number of Arctic Circle stations in the Global Historical Climatology Network for different periods. “Rural” and “urban” categories refer to the “fully rural” and “fully urban” stations.

<table>
<thead>
<tr>
<th>Period</th>
<th>Rural</th>
<th>Rural</th>
<th>Rural</th>
<th>Rural</th>
<th>Rural</th>
</tr>
</thead>
<tbody>
<tr>
<td>1830-1874</td>
<td>0</td>
<td>0%</td>
<td>4</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>1875-1918</td>
<td>6</td>
<td>6%</td>
<td>7</td>
<td>0</td>
<td>13</td>
</tr>
<tr>
<td>1919-1950</td>
<td>31</td>
<td>70%</td>
<td>13</td>
<td>1</td>
<td>45</td>
</tr>
<tr>
<td>1951-1989</td>
<td>59</td>
<td>77%</td>
<td>17</td>
<td>1</td>
<td>77</td>
</tr>
<tr>
<td>1990-2014</td>
<td>24</td>
<td>65%</td>
<td>13</td>
<td>1</td>
<td>38</td>
</tr>
<tr>
<td>All time</td>
<td>59</td>
<td>77%</td>
<td>17</td>
<td>1</td>
<td>77</td>
</tr>
</tbody>
</table>


Figure 17. Gridded mean regional temperature trends for the Arctic circle according to the Global Historical Climatology Network stations.

In addition, a lot of the “fully rural” Arctic stations in the Global Historical Climatology Network have fairly short station records, and mostly only cover the period of 1951-1989. As a result, even though 77% of the Arctic stations are fully rural, the long-term trends of the Arctic estimates in Figure 17a are heavily influenced by stations that are currently somewhat urbanized (i.e., “intermediate”, or in the case of Murmansk, “fully urban”). In particular, in Connolly & Connolly (2014c), two of us (RC & MC) noted that only one of the six Arctic stations with data for 75 of the last 80 years was “fully rural”, i.e., Sodankylä, Finland.

Aside from the Barrow and Fairbanks studies, there has been very little research into quantifying the extent of urban heat islands in the Arctic, although Konstantinov et al. (2014) recently presented some preliminary research finding urban heat islands for four Arctic cities (including Murmansk). So, at present, it is difficult to accurately quantify the magnitude of the net urbanization bias effect on the Arctic trends in Figure 17a.

For this reason, we will not attempt to correct our Arctic estimate for urbanization bias. However, it is likely that urbanization bias has led to a slight overestimation of the recent warming period.
In addition, although a survey like the Surface Stations project has not yet being carried out for the Arctic, it is likely that changes in station microclimates could have introduced significant siting biases into the Arctic station records, as well as the other possible non-climatic biases such as changes in time-of-observation and station moves.

In particular, with regards to siting bias, it can be seen from Table 4 that nearly half of the Arctic stations (49%) are currently airport stations. Instanes & Mjureke (2005) have noted that there has been considerable effort in recent decades to better insulate permafrost-based runways such as Svalbard airport. The motivation is to keep the ground under the runway frozen for longer, and extend the length of the season for which the runway is usable. However, on an energetic basis, this belowground “cooling” could have also introduced a relatively warm microclimate above the runway. Since Arctic airport weather stations are often located beside the runway, it is plausible that this slightly warmer microclimate could have introduced a warming bias in recent decades to the records of several Arctic airport station records. However, as for the urbanization bias problem, since this has not been quantified yet for the Arctic, we will not apply any adjustments for these biases for this study.

For these reasons, it is plausible that non-climatic biases have altered the apparent relative magnitudes of the warm (1920s-40s; 1990s-2000s) and cool periods (late 19th century; 1960s-70s). Still, as two of us (RC & MC) discussed in Connolly & Connolly (2014c), there is considerable evidence to qualitatively confirm the signs of the trends, i.e., warming from early 1900s to 1940s; cooling from 1940s to 1970s; warming from 1970s to 2000s. For this reason, in Section 4, we will use the above Arctic regional estimate as part of our Northern Hemisphere composite, with the caveat that uncertainties remain over the relative magnitudes of the peaks and troughs.

As an aside, we note that Cowtan & Way (2014) have argued that the HadCRUT4 global temperature trend dataset has underestimated the magnitude of recent warming trends due to a lack of coverage for the Arctic in recent years, particularly since 2005. From Table 4, we can see that the number of available Arctic stations before the peak period of 1951-1989 was also quite low. So, if Cowtan & Way (2014) are correct, then presumably this would also mean that HadCRUT4 also underestimated the magnitude of the early 20th century warm period during the 1930s-40s.

4. Northern Hemisphere composite

Figure 18 compares each of the four rural regional temperature trend estimates described in Section 3. It also includes a Northern Hemisphere composite derived from all four estimates during the period of overlap for all four estimates, i.e., 1881-2014. Details on the stations used and relative weight of each component in the Northern Hemisphere composite are provided in Table 5.

Although each of the regional estimates was derived in different manners and with different numbers of stations, it was assumed that each estimate was representative of the temperature trends for that region. However, it is known that regional temperature trends tend to be greater in magnitude at higher latitudes – a phenomenon known as “polar amplification” (e.g., Soon & Legates, 2013; Cowtan & Way, 2014). Also,
the total land area in a given latitudinal band decreases as the cosine of the latitude. Therefore, if all latitudes were weighted equally, this would bias the hemispheric estimates towards the higher latitudes. For this reason, the relative weights for each component were determined by calculating the cosine of the mean latitude associated with each region.

There are some differences between the trends for each of the regions. However, there are several clear similarities between them:

- A warming trend from the late 19th century until the mid-to-late 1940s.
- A cooling trend from the 1950s until the 1970s.
- A warming trend from the 1980s until the 2000s

Hence, these three common characteristics are also apparent in our Northern Hemisphere composite (Figure 18e). Figure 19 shows the locations of the regions used for our Northern Hemisphere composite. We can see that all four regions are fairly evenly distributed across the Northern Hemisphere. Admittedly, aside from the southern parts of China, our composite does not contain many tropical (i.e., <23°N) stations. This is because there is a shortage of rural tropical stations with long records in the Global Historical Climatology Network dataset. Moreover, there still has not been much research into quantifying the extent of urbanization bias in these regions - see Roth (2007) for a review. However, perhaps in future work, some suitable tropical stations could be identified in one of the new larger temperature record datasets, e.g., the Berkeley Earth (Rohde et al., 2013) or ISTI datasets (Rennie et al., 2014).
Figure 18. Construction of our Northern Hemisphere temperature trend estimate (bottom panel) from the four components discussed in text.
Two of us (RC & MC) have noted elsewhere (Connolly & Connolly, 2014c) that aside from Ireland’s Valentia Observatory, there are several other fully rural European stations with relatively long and complete records in the Global Historical Climatology Network. So, if detailed station histories for some (or all) of these stations could be obtained, it may be possible to carry out a similar analysis to our Valentia Observatory assessment for them. In that case, it might be possible to expand our rural Ireland estimate to include some of mainland Europe.

Table 5. Station statistics of our regional and Northern Hemisphere (N.H.) composites. For Ireland’s “Mean latitude”, we have used the latitude of the Valentia Observatory station (Section 3.3), while for the other regions we used the mean latitude of all stations used.

<table>
<thead>
<tr>
<th></th>
<th>China</th>
<th>U.S.</th>
<th>Ireland</th>
<th>Arctic</th>
<th>N. H.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stations used</td>
<td>180</td>
<td>272</td>
<td>77</td>
<td>77</td>
<td>530</td>
</tr>
<tr>
<td>% fully rural</td>
<td>70.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>76.6%</td>
<td>86.8%</td>
</tr>
<tr>
<td>Avail. stations</td>
<td>417</td>
<td>1218</td>
<td>10</td>
<td>77</td>
<td>4402</td>
</tr>
<tr>
<td>% used</td>
<td>43.2%</td>
<td>22.3%</td>
<td>10.0%</td>
<td>100.0%</td>
<td>12.2%</td>
</tr>
<tr>
<td>Latitude range</td>
<td>16.53°N</td>
<td>24.56°N</td>
<td>51.80°N</td>
<td>66.55°N</td>
<td>16.53°N</td>
</tr>
<tr>
<td></td>
<td>53.47°N</td>
<td>49.00°N</td>
<td>55.37°N</td>
<td>82.50°N</td>
<td>82.50°N</td>
</tr>
<tr>
<td>Mean latitude</td>
<td>33.98°N</td>
<td>40.34°N</td>
<td>51.93°N</td>
<td>70.82°N</td>
<td>---</td>
</tr>
<tr>
<td>Cos (Latitude)</td>
<td>0.829</td>
<td>0.762</td>
<td>0.617</td>
<td>0.329</td>
<td>---</td>
</tr>
<tr>
<td>Rel. weight</td>
<td>0.33</td>
<td>0.30</td>
<td>0.24</td>
<td>0.13</td>
<td>1.00</td>
</tr>
</tbody>
</table>
4.1. Comparison with other land-based Northern Hemisphere estimates

Figure 20(a) shows the two different estimates of Northern Hemisphere temperature trends if we apply our gridding method to all of the Northern Hemisphere station records (rural and urban) in the non-homogenized (blue) and homogenized (red) versions of the Global Historical Climatology Network datasets. The net effect of the Menne & Williams (2009) algorithm used for generating the homogenized version is to introduce an almost linear +0.020°C/decade warming trend (linear fit of $R^2=0.91$).

Figure 20(b) compares the homogenized dataset estimate (henceforth, “All GHCN stations”) with the Northern Hemisphere (land-only) estimates of:

- NOAA National Climatic Data Center\(^6\) (NOAA NCDC) (Lawrimore et al., 2011)
- Climate Research Unit’s CRUTEM4 (Jones et al., 2012)
- NASA Goddard Institute for Space Studies’ GISTEMP (Hansen et al., 2010)
- Berkeley Earth (Rohde et al., 2013)
- Lugina et al. (2006)’s update to “the Russian group’s” estimate (Vinnikov et al., 1990)

Although there are some slight year-to-year differences between the estimates, all of them show basically identical trends. This has already been noted by most of the above groups (Jones et al., 2012; Hansen et al., 2010; Rohde et al., 2013) and others, (e.g., Hartmann et al., 2013;\(^6\) In April 2015, NOAA NCDC was replaced by NOAA’s National Centers for Environmental Information (NCEI)).
Xu et al., 2014). However, as two of us (RC & MC) have discussed elsewhere (Connolly & Connolly, 2014c), this is not too surprising, since most of these estimates are heavily derived from the Global Historical Climatology Network dataset and/or similar datasets. These latest estimates also apparently imply essentially the same trends (Le Treut et al., 2007; Hawkins & Jones, 2013) as earlier estimates (e.g., Callendar, 1961; Mitchell, 1961). At any rate, it seems reasonable to treat our “All GHCN stations” estimate as representative of all of the previous weather station-based estimates of Northern Hemisphere temperature trends since the 19th century.

Figure 21 compares this “All GHCN stations” estimate to our new Northern Hemisphere composite derived from mostly rural stations. Since both estimates were constructed relative to the 1961-1990 anomaly baseline period, the convergence between both plots is greatest during that period – see Figure 21(a). However, by rescaling the estimates relative to the 1881-1910 base period, the long-term divergence between the two estimates is more apparent - see Figure 21(b).

Both estimates have a lot of similarities, e.g., a warming trend from the late 19th century until the mid-1940s and a second warming trend from the 1970s until the 2000s. However, in our new composite, there was a pronounced cooling trend between the two warming trends (1950s-1970s), while in the “All GHCN stations” estimate, temperatures remained fairly static during this period. Moreover, in our new composite, the relative warmth of the mid-20th century warm period is considerably warmer than in the “All GHCN stations” estimate.

As a result of these nuanced differences, our new composite provides a quite different view of Northern Hemisphere temperature trends since the 1880s than the previous estimates. Both estimates are consistent with the widely-cited observations that there has been “global warming” since the 1970s, e.g., see Hartmann et al. (2013) for an extensive review. However, in our new composite, this recent global warming no longer appears to be particularly unusual. That is, the mid-20th century warm period seems to have been quite comparable to the recent warm period, and temperature trends seem to have alternated between warming and cooling periods since at least the 1880s.
This is consistent with the prediction by two of us (RC & MC) in Connolly & Connolly (2014a) that urbanization bias had led to an underestimation of the relative warmth of the mid-20th century warm period and the magnitude of 1950s-1970s “global cooling” trends.

Because we only used 530 out of the 4402 Northern Hemisphere stations in the Global Historical Climatology Network (i.e., 12.0%), it might be argued that our new composite does not include enough station records, and is therefore less reliable than the “All GHCN stations” composite, and the other estimates in Figure 20(b). However, this does not necessarily follow.

Although we only considered four regions in the Northern Hemisphere, these regions were selected on the basis that they had a relatively high amount of rural data. Hence, while only 24.7% of the stations in the “All GHCN stations” estimates are fully rural, our new composite is mostly comprised from fully rural stations (86.4% of stations). Therefore, our new composite is far less likely to be affected by urbanization bias than the previous estimates.

As a result, it can be seen from Table 6 that, even though our new composite only uses 12.0% of the available stations, this actually accounts for 42.2% of the available fully rural stations (458 out of 1086). Indeed, many of the fully rural stations in the Global Historical Climatology Network only have data during the 1950-1990 period, and it can be seen from the Supplementary Information that outside this period our composite uses more than half of the available fully rural stations. For the early-20th century, our composite uses nearly 2/3 of the available fully rural stations (see Supplementary Information).

Table 6. Numbers of stations used for our composite, and some other Northern Hemisphere estimates.

<table>
<thead>
<tr>
<th>Estimate</th>
<th>Northern Hemisphere stations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our composite</td>
<td>530 (458 fully rural, i.e., 86.4%)</td>
</tr>
<tr>
<td>“All GHCN stations”</td>
<td>4402 (1086 fully rural, i.e., 24.7%)</td>
</tr>
<tr>
<td>Lugina et al., 2006</td>
<td>384</td>
</tr>
<tr>
<td>Callendar, 1961</td>
<td>~350</td>
</tr>
<tr>
<td>Mitchell, 1961</td>
<td>119</td>
</tr>
</tbody>
</table>

We can also see from Table 6 that several of the previous estimates actually used fewer stations than our new composite (i.e., Lugina et al., 2006; Callendar, 1961; Mitchell, 1961). Yet, these low station number estimates implied essentially the same trends as the other estimates in Figure 20(b) (Le Treut et al., 2007; Hawkins & Jones, 2013). Indeed, Jones et al. (1997) calculated that about 50 well-distributed stations should be adequate for determining annual global temperature trends (Jones et al., 1997; Hawkins & Jones, 2013). As our composite is just for the Northern Hemisphere, even fewer stations should be needed. Therefore, the differences between our new composite and previous estimates are not a result of the smaller number of stations used.
Another potential concern is that our composite only considered four regions, i.e., China, U.S., Ireland and the Arctic. For this reason, it might not be representative of trends for the entire Northern Hemisphere. However, all four of the regions considered are reasonably well distributed throughout the Northern Hemisphere (Figure 19). Moreover, as seen in Figure 18, the trends of all four of these widely-spaced regions are broadly similar. Therefore, it appears that our new composite is indeed reasonably representative of Northern Hemisphere trends.

Nonetheless, due to the fact that all of the previous estimates provided basically the same description of temperature trends since the 1880s (Figure 20), while our new composite provides a different one (Figure 21), it is worth checking it further against other estimates of Northern Hemisphere temperature trends. With this in mind, in the following subsections, we will compare our new composite to several other independent estimates.

4.2. Comparison with Sea Surface Temperatures

Figure 22(a) compares our Northern Hemisphere composite to the combined uncertainty ranges of the ERSST and HadSST Northern Hemisphere Sea Surface Temperature (SST) estimates, as in Figure 5 of Kennedy (2014).

There are several qualitative similarities between the two estimates, i.e., both estimates imply a warming trend during the 1880s-1940s; a cooling trend during the 1950s-1970s; and a warming trend during the 1980s-2000s. However, the magnitudes of all three of these trends are greater for our land-based composite than for the ocean-based composite.

This is not surprising since the oceans have a greater heat capacity than the land and we would therefore expect the ocean temperature trends to be slightly dampened relative to the land temperature trends. Indeed, while the standard deviation of the mean SST estimate is only 0.24°C over the 1881-2012 period (i.e., the period of overlap between the two datasets), for our land-based estimate it is 0.44°C. With this in mind, for
Figure 22(b), we have rescaled our land-based estimate by a factor of 0.53, so that both estimates have the same standard deviation over the 1881-2012 period.

When we compare our rescaled composite to the SST estimates (Figure 22(b)), we find that our early 20th century warming trends are near the upper bound for the SST estimates. However, over most of the records, our rescaled composite is within the uncertainty bands associated with the SST estimates. So, while the previous land-based Northern Hemisphere estimates shown in Figure 20 have been shown to lie within the uncertainty bands (Kennedy, 2014), after rescaling, our new land-based composite is also quite consistent with the SST estimates.

In the Supplementary Information, we provide both the non-rescaled version of our Northern Hemisphere composite, and the version which has been rescaled to match the reduced variability of the ocean temperatures, i.e., Figure 22(b). Also, since the Northern Hemisphere surface is approximately 40% land and 60% oceans, we provide a third “land+oceans” version that has been rescaled accordingly. That is, since the temperature variability of the ocean component is only 0.53 times the land component, the temperature variability of the combined land plus oceans composite has been rescaled to 72% of the land component (0.53 x 60% + 1.00 x 40% = 72%). We will use this “land+oceans” version at several points in later sections.

4.3. Comparison with temperature proxies: Glacier length-derived estimates

In Figure 23, we compare our composite to the upper and lower bounds of Leclercq & Oerlemans (2012)’s Northern Hemisphere temperature reconstruction derived from glacier length records. The yellow envelope corresponds to the 95% confidence intervals of their reconstruction.

Leclercq & Oerlemans also provided global and Southern Hemisphere reconstructions, and all three of their reconstructions covered the period 1600-2000. However, although Leclercq & Oerlemans (2012) were able to locate four records (from the European Alps) with data beginning in the 1500s, the vast majority of their records begin in the 19th century or later. Specifically, only 24 of their 247 Northern Hemisphere records (less than 10%) have data for before 1800 (locations highlighted with blue circles in Figure 23). Even for the early 19th century, they only had an extra 15 records that started before 1850.

For this reason, the earlier portions of the Leclercq & Oerlemans (2012) reconstruction should be treated cautiously. Having said that, 92 of their records (37%) began in 1881 or earlier and the average length of time between data points is much lower in the later parts of the reconstruction. So, the post-1880 portion of their reconstruction which overlaps with our composite is probably relatively robust.

It is therefore worth noting that, even though the mean values of their estimates differ from our composite, the trends of our Northern Hemisphere composite mostly lie within the confidence intervals of the Leclercq & Oerlemans reconstruction. That is, the earlier part of our composite (1880s-1940s) is consistent with the upper bound of their reconstruction while the more recent part of our composite (1980s-2000s) is consistent with the lower bound of their reconstruction.
It should be noted that the two y-axes of Figure 23(a) cover slightly different ranges, i.e., the modelled temperature variability of their reconstruction is slightly reduced compared to the observed temperature variability of our composite. However, this is to be expected since the response of glaciers to temperature changes tends to be somewhat dampened and lagged (Leclercq & Oerlemans, 2012), even though (i) year-to-year temperature fluctuations are also expected to play an important role in the annual glacier lengths and (ii) glacier behaviour depends on many factors such as precipitation, the underlying topology of the ground, etc. (e.g., Roe & O’Neal, 2009; Roe & Baker, 2014).

Therefore, our Northern Hemisphere composite temperature index seems to be consistent with temperature trends derived from glacier length records.

Figure 23. (a) Comparison with Leclercq & Oerlemans, 2012’s glacier length record derived Northern Hemisphere temperature reconstruction. The y-axis on the left corresponds to the modelled temperature anomalies of the reconstruction and the y-axis on the right corresponds to our composite. (b) Location of glaciers used by Leclercq & Oerlemans, 2012 for their Northern Hemisphere glacier length record derived temperature reconstruction. Blue circles indicate the locations of the 24 glaciers (out of 247) with data before 1800.

4.4. Comparison with temperature proxies: Tree ring-derived estimates

Several researchers using tree ring chronologies as proxies to extend Northern Hemisphere temperature reconstructions into the pre-instrumental era have noted an apparent “divergence problem” (e.g., Wilson et al., 2007 and references therein). Apparently, although a
reasonable correlation can often be found over much of the instrumental record, the tree ring proxies fail to show the strong warming for recent decades which is implied by the weather station-based estimates.

Two of us (RC & MC) have argued in Connolly & Connolly (2014e) that one factor which could explain this would be the presence of non-climatic biases such as urbanization bias in the instrumental record. However, although Wilson et al. (2007) briefly considered the possibility of urbanization bias, on the basis of some of the studies referred to in Section 1, they assumed it would only be a minor problem.

With this in mind, it is worth comparing our new mostly-rural composite to one of these tree ring-derived temperature reconstructions, e.g., the Wilson et al. (2007) proxy reconstruction7. We rescaled the Wilson et al. (2007) reconstruction to convert the proxy values into temperature anomalies relative to 1961-90 (°C) by fitting the proxy data to our Northern Hemisphere composite using linear least squares fitting8.

Figure 24. (a) Comparison with Wilson et al. (2007)'s extra-tropical Northern Hemisphere tree-ring-based temperature proxy reconstruction. (b) Approximate location of the 15 tree ring chronologies used by Wilson et al., (2007) for their extra-tropical temperature proxy reconstruction (adapted from their Figure 2). For explanations of the labels, see Wilson et al. (2007).

7 Note that the Wilson et al. tree ring-based reconstruction is considered a proxy for Northern Hemisphere summer temperature trends, while our composite is for annual temperature trends. For this discussion, we will assume they are comparable.

8 Fitting equation: \( y = 0.2381x - 0.0240 \) (\( r^2=0.28 \)), where \( y \) = proxy values and \( x \) = temperature anomalies relative to 1961-90 (°C).
In Figure 24, we compare this rescaled reconstruction to our composite. Although the trends of the tree ring-based reconstruction seem somewhat dampened relative to our weather station-derived composite, they both have some qualitative similarities. Specifically, both estimates imply:

a. A warming trend during the 1920s-1940s period
b. A cooling trend during the 1950s and 1960s
c. A warming trend from the 1970s until at least the end of the 20th century

The main differences seem to be in the magnitudes of these warming and cooling trends. That is, the temperature changes implied by the tree ring proxies are smaller than those implied by our weather station-derived composite.

We should not necessarily expect an exact linear relationship between a proxy derived from biological growth (i.e., tree rings) and measured instrumental temperature (Loehle, 2009). For instance, if the growth rate of a particular tree is temperature-limited (e.g., a boreal or alpine tree near the tree-line), then an increase in the summer temperature should lead to an increase in growth rate, and hence wider tree rings for that year. However, if the average temperatures continue to increase, the temperature limiting factor may start to become less important for tree ring growth, and other limiting factors (e.g., available nutrients, water or sunlight) may start to become more important. In that case, we would expect the relationship between tree rings and summer temperatures to become somewhat dampened.

Even if the temperature response is dampened, such a relationship would still be very useful for qualitative comparisons of the relative warmth of different periods, e.g., as in a 2003 series of studies by one of us (WS) (i.e., Soon & Baliunas, 2003; Soon et al., 2003), although we note that those studies were quite controversial and generated considerable debate (Mann et al., 2003a; Soon et al., 2003b; Mann et al., 2003b).

At any rate, the qualitative agreement of the trends of the Wilson et al. series with our Northern Hemisphere composite over the common period of overlap (1881-2000) offers further support to the reliability of our composite.

Moreover, although Wilson et al. (2007) claimed to still have a divergence problem with CRUTEM3 for recent decades, this does not seem to be a problem for our mostly-rural composite. This suggests that much (if not all) of the apparent divergence problem was a consequence of urbanization bias in the CRUTEM3 dataset after all.

We do have some concern over the reliability of the Wilson et al. reconstruction, however. As two of us (RC & MC) discussed in Connolly & Connolly (2014e), when carrying out post hoc selection of data based on how well individual series compare to a particular parameter, there is a risk that the apparent agreement of the data with that parameter (in this case, instrumental records) will be artificially inflated. This could have led to some “overfitting” (Babyak, 2004; Simmons et al., 2011), whereby the apparently strong relationship between the data and parameter is reduced outside of the calibration (or “training”) period.
It is unclear from the text of Wilson et al. (2007) exactly how many series were discarded for not having a high enough correlation to the local gridded instrumental records. It is possible that only a few series were discarded, in which case these effects would be relatively minor. However, if a large number of series were discarded then this could have significant implications for the reliability of the reconstruction in the pre-1850 period.

Fortunately, there is cause for some optimism in this case. Wilson et al. (2007) used the CRUTEM3 gridded temperature dataset for carrying out their data selection, which is an earlier version of the CRUTEM4 dataset discussed in Section 4.1. However, we saw from Figure 20 and Figure 21 that our new Northern Hemisphere composite implies quite different trends from the Climate Research Unit’s Northern Hemisphere temperature estimates. Therefore, since they were discarding series to improve the fit with CRUTEM3, yet their reconstruction actually ended up matching quite well with our composite, the potential overfitting problems introduced by their data discarding were probably quite minor.

4.5. Comparison with Global Climate Model hindcasts (CMIP5)

For the latest Intergovernmental Panel on Climate Change (IPCC) Assessment Reports, a series of Global Climate Model (GCM) simulations were carried out by most of the main climate modelling groups. These simulations were organised and compiled by the Coupled Model Intercomparison Project Phase 5 (CMIP5). One of the sets of simulations carried out for CMIP5 were hindcasts by each of the models of how climate should have behaved since the mid-19th century.

The CMIP5 models account for four main types of climatic “forcings” (two natural and two anthropogenic):

1. **Natural**: volcanic cooling - relatively sudden, yet short-lasting (2-3 year), cooling trends after large volcanic eruptions which transported large quantities of aerosols (mainly sulphates) into the stratosphere, e.g., the 1991 Mount Pinatubo eruption.
2. **Natural**: solar variability – in the CMIP5 models, increases or decreases in the annual Total Solar Irradiance lead to a corresponding response in global surface air temperatures.
3. **Anthropogenic**: greenhouse warming – in the CMIP5 models, increases in the average atmospheric composition of infrared-active “greenhouse gases” due to human activities - chiefly, carbon dioxide (CO₂) – are expected to have introduced an exponentially increasing “global warming” trend since the 19th century.
4. **Anthropogenic**: aerosol cooling – in the CMIP5 models, anthropogenic emissions of sulphates and other aerosols are expected to have introduced a “global cooling” trend due to an enhanced albedo effect.

Bindoff et al. (2013) compared the CMIP5 multi-model mean hindcasts to the global (land & ocean) temperature trend estimates of HadCRUT4, NOAA NCDC and NASA GISS over the period 1860-2012. These trends are comparable to the trends of the various Northern Hemisphere (land-only) estimates shown in Figure 20 as discussed in Section 4.1.

---

Bindoff et al. found a strong correlation between the hindcasts and the three global temperature trend estimates over the entire period of overlap once the hindcasts accounted for all four of the above forcings, i.e., “natural + anthropogenic forcings”. However, when the hindcasts were carried out without including the anthropogenic forcings (i.e., “natural forcings only”) the hindcasts only matched the temperature trend estimates until about 1950. After about 1950, the three global temperature trend estimates implied a pronounced global warming trend, but the hindcasts did not.

On this basis, the IPCC WG1’s 5th Assessment Report (2013) concluded that:

"More than half of the observed increase in global mean surface temperature (GMST) from 1951 to 2010 is very likely due to the observed anthropogenic increase in greenhouse gas (GHG) concentration" – Bindoff et al. (2013)

However, as can be seen from Figure 25, when we compare the multi-model mean hindcasts to our new Northern Hemisphere composite, the fits are no longer as compelling. Importantly, none of the hindcasts are able to satisfactorily reproduce the early-to-mid 20th century warm period.

![Figure 25. Comparison with multi model means of CMIP5 hindcasts. CMIP5 means digitized from Figure 10.1of IPCC WG1 5th Assessment Report (Bindoff et al., 2013) and rescaled to anomalies relative to 1961-1990. NH composite was rescaled by 0.72 to emulate land and ocean trends.](image)

It is true that there seems to be an apparently reasonable fit to the “Natural + Anthropogenic forcings” hindcasts (Figure 25a) from the late 1960s onwards. However, up until then the fit is rather poor. Indeed, arguably, up until the late 1980s, the fits are at least as good (if not better) for the “Natural forcings only” hindcasts as for the “Natural + Anthropogenic forcings”. For this reason, if we assume that the CMIP5 models
are reliable, then the starting point at which the IPCC attributed surface temperature trends to being mostly “anthropogenic” in nature should probably be changed from 1951 to at least the late 1980s.

Moreover, as discussed in Section 2, the solar variability estimates used by the CMIP5 models were all ones that implied relatively little solar variability since the 19th century, e.g., those on the right hand side of Figure 8. So, it is possible that the “Natural forcings only” hindcasts might have yielded better fits, if one of the other solar variability estimates had been considered, e.g., the Ammann et al. (2007) update to Bard et al. (2000) or the Scafetta & Willson (2014) update to Hoyt & Schatten (1993) - see left hand side of Figure 8. In that case, it would weaken the IPCC’s conclusion even further.

With this in mind, in Section 5, we will compare our new Northern Hemisphere composite to one of these higher variability estimates of Total Solar Irradiance, i.e., the updated version of the Hoyt & Schatten reconstruction (Hoyt & Schatten, 1993; updated by Scafetta & Willson 2014).

4.6. Comparison with stratospheric volcanic eruptions

If the force of a volcanic eruption is strong enough to reach into the stratosphere, several studies have suggested that this can induce a large-scale cooling effect which may last for a few years (e.g., Sato et al., 1993; Ammann et al., 2003; Arfeuille et al., 2014 and references therein). The theoretical basis for this is that the presence of extra stratospheric aerosols (mainly sulphates) is believed to temporarily increase the planetary albedo, thereby reducing the incoming solar irradiance until such time as the aerosol particles fall out of atmospheric circulation.

Currently, it is believed that a strong stratospheric volcanic eruption like Pinatubo in 1991 will lead to two or three years of global cooling, starting a few months after the eruption (Sato et al., 1993). However, because these particularly strong eruptions (“stratospheric volcanic eruptions”) are relatively rare, there have so far not been many examples against which these theories can be tested. As can be seen from Figure 26, there have only been about 10 major (documented) stratospheric eruptions since the late 19th century, and only two since the start of the satellite era - El Chichón (1982) and Pinatubo (1991).

As a result, several different model estimates of the relative impacts of these stratospheric volcanic eruptions have been made, and there is still debate over which of these models are most accurate (e.g., Sato et al., 1993; Ammann et al., 2003; Arfeuille et al., 2014). Nonetheless, as we discussed in Section 4.5, the climatic forcings implied by these models are one of the main “natural forcings” considered by the current climate models, and a popular test of the reliability of a Global Climate Model is its ability to accurately hindcast the climatic impacts from stratospheric volcanic eruptions. See Driscoll et al. (2012) for an assessment of the modelling of the climatic effects of the stratospheric volcanic eruptions by the CMIP5 hindcasts.
With that in mind, we now test for the presence of any indication of volcanic cooling associated with stratospheric eruptions in our new Northern Hemisphere composite. In Figure 26, we compare our composite (black line with circles) against the 10 known stratospheric eruptions (vertical lines), and also with the CMIP5 multi-model hindcast (red solid line).

Following several of the eruptions the CMIP5 hindcasts model a temporary, yet pronounced, global cooling which lasts 2-3 years, as can be seen by the short, downward “blips”. The magnitude of these cooling periods varies from eruption to eruption, depending on the modelled eruptions in the datasets used by the CMIP5 hindcasts. In particular, six of these volcanic eruptions are believed to have introduced a substantial mass of sulphates and other aerosols into the stratosphere: Krakatau (1883), Santa Maria (1902), Katmai (1912), Agung (1963), El Chichón (1982) and Pinatubo (1991).

When we compare our Northern Hemisphere composite to these six eruptions, fairly pronounced cooling periods are apparent after both the Krakatau and Pinatubo eruptions, which were two of the largest eruptions over the period. So, for these two eruptions, our composite provides quite a good match with the CMIP5 hindcasts.

There also seems to have been a few relatively cool years following the El Chichón eruption, but in this case, the cooling seems to have lasted longer and been more pronounced than the hindcasts. So, it is possible that some (or all) of this cooling has nothing to do with El Chichón.

![Figure 26. Timing of the 10 stratospheric volcanic eruptions since the start of our Northern Hemisphere composite in 1881. * Several large volcanic eruptions occurred in the late 1880s, including Tarawera (Jun 1886) and Bandai (Jul 1888).](image)

While the hindcasts predicted that there should also have been a noticeable cooling after the Santa Maria and Agung eruptions, these coolings are not reflected in our composite temperature record. Having said that, both of those eruptions are believed to have mostly affected the Southern Hemisphere, e.g., (Arfeuille et al., 2014). So, it is possible that the Northern Hemisphere was relatively unaffected by either eruption.

There does seem to have been a pronounced cool period of several years that occurred after the Katmai (1912) eruption. However, this cool period only began in 1915 and so is probably not related to Katmai.
So, in summary, several cooling events apparent from our Northern Hemisphere composite seem to be broadly consistent with the modelled cooling of the CMIP5 hindcasts. However, given the relatively large inter-annual variability of the average Northern Hemisphere temperatures, plus the fact that there were only a few major stratospheric volcanoes over the period 1881-2014, it is hard to conclusively attribute a particular cool period to volcanic cooling. We conclude, therefore, that the evidence for and against the modelled climatic responses to stratospheric volcanic eruptions by the CMIP5 hindcasts is equivocal.

5. Comparison between Northern Hemisphere temperature and solar activity trends

In Figure 27, we compare the Hoyt & Schatten reconstruction (Hoyt & Schatten, 1993; updated by Scafetta & Willson, 2014) of Total Solar Irradiance trends (Figure 8) to each of the four regional temperature trend estimates of Section 3, and our Northern Hemisphere composite, i.e., the plots in Figure 18.

In all cases, the general agreement between the temperature and solar activity trends is striking. This is especially so when we consider the comparatively poor agreement between our composite and the various CMIP5 hindcasts discussed in Section 4.5 (Figure 25).

Therefore, if the Hoyt & Schatten reconstruction is a reasonably accurate estimate of solar activity trends (see Section 2.2), and our mostly-rural temperature trend estimates are reasonably accurate (as seems to be the case from Section 4), then this suggests that Northern Hemisphere surface air temperature trends have been heavily influenced by changes in Total Solar Irradiance since at least 1881. This result directly contradicts the conclusions of the latest IPCC reports (Bindoff et al., 2013), in which it is argued that surface air temperature trends have been dominated by changes in atmospheric greenhouse gas concentrations since at least the 1950s.

As discussed in Section 2.2 and 4.5, the CMIP5 hindcasts were based on either the Wang et al. (2005) Total Solar Irradiance reconstruction or one of the other “low solar variability” reconstructions in Figure 8. So, they did not evaluate the Hoyt & Schatten reconstruction used in Figure 27. Moreover, Bindoff et al. (2013) relied on the HadCRUT4, NOAA NCDC and NASA GISS estimates of global temperature trends, which as we discussed in Sections 4.1 and 4.5 imply different trends than our new mostly-rural Northern Hemisphere composite (Figure 21). It appears that these are the main reasons why Bindoff et al. (2013) reached a different conclusion from us on the relative importance of solar variability on temperature trends.

The fact that the Hoyt & Schatten reconstruction seems to imply a relatively large role for solar variability on surface air temperatures has been noted before. In particular, one of us (WS) has already noted a strong correlation between the Hoyt & Schatten reconstruction and regional temperature trends for the Arctic (Soon, 2005; Soon, 2009); China (Soon et al., 2011) and the U.S. (Robinson et al., 2007). However, for those earlier Chinese and U.S. studies, no explicit attempt was made to account for urbanization bias or other non-climatic biases, as has been done in this paper.
Figure 27. Comparison between the updated Hoyt & Schatten Total Solar Irradiance trends (red dashed curve) and the various Northern Hemisphere regions/gradients discussed above.

In this new analysis, all of our temperature trend estimates have been extended up to the latest complete year (i.e., 2014) and the Hoyt & Schatten reconstruction has been updated to 2013 (Scafetta & Willson, 2014; personal communication). We have also combined the regional estimates for China, U.S. and the Arctic with a new regional estimate for rural Ireland to create a new mostly-rural temperature trend estimate.
for the Northern Hemisphere. So, the analysis in Figure 27 represents a more comprehensive and up-to-date assessment than the earlier analyses of Soon et al. (Soon, 2005; Robinson et al., 2007; Soon, 2009; Soon et al., 2011).

Soon & Legates (2013) have also identified a strong correlation between the Hoyt & Schatten reconstruction and the so-called “Equator-to-Pole Temperature Gradient” (EPTG) in the Northern Hemisphere. It was found that increases in Total Solar Irradiance led to a reduction in the temperature gradients between the Equator and the Arctic. In other words, the temperature responses to changes in Total Solar Irradiance were greater at higher latitudes, a phenomenon sometimes referred to as “polar amplification”.

When Scafetta & Willson updated the Hoyt & Schatten reconstruction using the ACRIM composite (Scafetta & Willson, 2014 – see their Appendix B), they noted an apparently strong correlation with Manley’s Central England Temperature (CET) dataset (Manley, 1974), as updated by Parker & Horton (2005). This dataset is not part of the Global Historical Climatology Network, and so was not considered in our analysis. However, since England is also part of the British Isles, we would expect the trends for central England to be similar to those we found for Ireland (Section 3.3).

Having said that, and although Manley did apply slight and somewhat ad hoc adjustments to the post-1960 data for one of his records to account for urbanization bias (Manley, 1974), and Parker & Horton expanded on and increased these adjustments for their update (Parker & Horton, 2005), it may be that urbanization bias is still a problem for the Central England Temperature dataset. For instance, two of us (RC & MC) have noted elsewhere (Connolly & Connolly, 2014a) that the grounds of the Rothamsted station (one of the four stations used for the recent portion of the Central England composite) are surrounded by the town of Harpendon, Hertfordshire (current population ~30,000). Also, one of the stations which was used for the 1974-2004 period (Ringway) was located at a busy international airport (i.e., Manchester Airport).

So, it is possible that the urbanization bias adjustments which have been applied, and which Parker & Horton (2005) conceded were “still somewhat arbitrary” are inadequate, and that some residual urbanization bias remains in the Central England Temperature dataset. Indeed, Scafetta & Willson noticed a divergence between the Hoyt & Schatten reconstruction and the Central England Temperatures in the last few decades, with the Central England Temperatures showing more warming (see Figure 16 of Scafetta & Willson, 2014), while this does not seem to be the case for rural Ireland (Figure 27c).

When Hoyt & Schatten (1993) originally presented their reconstruction, they compared it to an early version of the GISTEMP Northern Hemisphere temperature trend estimate shown in Figure 20(b), i.e., the Hansen & Lebedeff (1987) dataset. They found a reasonable correlation over most of the record which covered the period 1880-1990, and also for the 1700-1879 period, which they estimated using the Groveman & Landsberg (1979) reconstruction. However, they noted that temperature trends seemed to be increasing faster than solar activity for the last few decades up until 1990. Hoyt & Schatten (1993) suggested that this could be due to anthropogenic global warming from an increase in atmospheric greenhouse gases, although they also considered the possibility that non-climatic biases such as urbanization bias could be a factor.
Unlike the analysis in Hoyt & Schatten (1993) and the CMIP5 hindcasts discussed in Section 4.5, the changes in Total Solar Irradiance seem to be strongly correlated to our new mostly rural Northern Hemisphere composite over almost the entire record, i.e., 1881-2014 - see Figure 27c. This suggests that much of the apparent divergence between the Hoyt & Schatten reconstruction and the Hansen & Lebedeff (1987) dataset noted by Hoyt & Schatten (1993) for the late 20th century was due to urbanization bias. It also suggests that much of the observed global warming in recent decades may have been a result of changes in solar activity, contradicting Bindoff et al. (2013)’s claim that the recent global warming is mostly due to changes in anthropogenic greenhouse gas concentrations (chiefly, carbon dioxide).

In light of these new findings, in Section 5.1, we will re-assess the relative roles solar variability (as implied by the Hoyt & Schatten reconstruction) and atmospheric greenhouse gases have played in determining Northern Hemisphere temperature trends since the 19th century. As we discussed in Section 4.5, changes in solar activity and greenhouse gas concentrations are two of the four main climatic forcings considered by the CMIP5 hindcasts. The other two forcings (stratospheric volcanic eruptions and anthropogenic aerosols) are both believed to lead to cooling, and so should not be responsible for any of the warming trends in Figure 27c. Moreover, we have already considered the possible influence of stratospheric volcanic eruptions on Northern Hemisphere temperature trends in Section 4.6.

5.1. Fitting of Northern Hemisphere temperatures to changes in solar activity and atmospheric carbon dioxide (CO₂)

If we assume a linear response between Total Solar Irradiance (TSI) and Northern Hemisphere surface air temperatures then we should be able to derive a theoretical model of Northern Hemisphere surface air temperatures from Hoyt & Schatten’s Total Solar Irradiance reconstruction using linear least squares fitting. See Figure 28.

We note this model is able to describe our new Northern Hemisphere composite fairly well, and that the residuals are relatively small. That is, the model seems to describe most of the temperature variability. For this analysis we are using the rescaled “land+ocean” version described in Section 4.2.

This would imply that a change in Total Solar Irradiance of 1 W/m² should (on average) correspond to a change of ~0.211°C for Northern Hemisphere, i.e., the value of the slope of the line in Figure 28(a).

If we assume that the average Total Solar Irradiance is ~1361 W/m² (Section 2.1), then a 1W/m² change in Total Solar Irradiance would amount to a 0.0735% change in Total Solar Irradiance (i.e., 1/1361). If we approximate the average Northern Hemisphere surface air temperature as 288K and assume that it would be less than 4K in the absence of the Sun, then this implies Northern Hemisphere surface air temperatures are ~284K warmer than they would be in the absence of the Sun. Therefore, a 0.0735% change in the solar-induced Northern Hemisphere surface air temperature would be ~0.209K, i.e. 0.209°C. This is remarkably similar to the ~0.211°C response implied by our model. That is, it seems that a 0.0735% change in Total Solar Irradiance results in a nearly equivalent change in Northern Hemisphere surface air temperatures.
Although the variations in Total Solar Irradiance are relevant when considering solar variability, when we are considering the effects of solar variability on the Earth’s climate, we are usually more interested in the incoming solar irradiance that is actually absorbed by the Earth system (i.e., surface + atmosphere). For this reason, it can be helpful to convert the Total Solar Irradiance values at 1 Astronomical Unit into Radiative Forcing (RF) values, where the solar radiative forcing is the globally averaged solar irradiance absorbed by the Earth system (W/m²).

The Earth is essentially a sphere and at any given moment, only one side of this sphere is facing the Sun. Therefore, to convert the Total Solar Irradiance into Radiative Forcing, we must first divide our values by four, i.e., the surface area of a sphere divided by the surface area of the irradiated disc. Hence, a Total Solar Irradiance value of 1361 W/m² would correspond to a Radiative Forcing of 340 W/m².

We also saw from Figure 1 that there is a strong seasonal variation in the Total Solar Irradiance reaching the Earth due to orbital variability. So, if we were considering timescales of less than one year, we would need to consider these seasonal variations. However, since our analysis is based on annual averages, we can neglect this seasonal variability and use the mean annual values at 1 Astronomical Unit.

We must also consider the incoming solar irradiance which is reflected back to space without being absorbed, i.e., the planetary albedo. Currently, it is estimated that about 29% of the solar irradiance reaching the Earth is reflected back to space through albedo (Stephens et al.,...
Averaged over the year and both hemispheres, this albedo factor of 0.29 can be roughly broken down into three components\(^\text{10}\): clouds (~47%); surface reflection (~13%); and atmospheric reflection (~40%).

If there are secular changes in any of these albedo components, e.g., through large-scale changes in cloud cover or ice cover, then these climate changes could alter the fraction of the solar irradiance absorbed – independently of the true solar variability. Moreover, we discussed in Section 2.3 how some researchers have argued that solar variability could induce climate change by influencing cloud formation (e.g., Svensmark, 2007; Svensmark et al., 2009). However, if we assume that the planetary albedo remains relatively constant at 0.29, then we can calculate the Radiative Forcing (RF) from the Total Solar Irradiance (TSI) as follows:

\[
RF = \frac{TSI(1 - 0.29)}{4}
\]

Therefore, a change in TSI of 1 W/m\(^2\) would cause a change in RF of 0.178 W/m\(^2\). Hence, according to our model derived from Figure 28, a solar Radiative Forcing of 1 W/m\(^2\) on average causes a change of 1.18°C. This is more than twice the value of 0.5°C/W m\(^2\) assumed by Gray et al. (2010).

If the above model is accurate, then we can determine the maximum possible influence of Greenhouse Gases (GHG) on Northern Hemisphere by fitting the residuals to the changes since 1881 in either (a) the calculated Radiative Forcing from “well-mixed greenhouse gases” dataset used by CMIP5 simulations or (b) carbon dioxide (CO\(_2\)) concentrations. We do this in Figure 29, using datasets taken from the Supplementary Materials accompanying Schmidt et al. (2014), although since those datasets finish in 2000, we extended the CO\(_2\) dataset using Mauna Loa measurements.

There does not appear to be much of a relationship between the residuals and either of the datasets, suggesting that greenhouse gases do not appear to have much influence on Northern Hemisphere surface air temperatures, after the above solar relationship has been accounted for.

There did seem to be a slight positive relationship between the residuals and carbon dioxide (CO\(_2\)) concentrations, but fitting using the calculated greenhouse gas (GHG) radiative forcing values actually gave a slightly negative relationship. However, in both cases, the \(R^2\) values from linear least squares fitting were almost zero, so the fits are probably not significant.

Nonetheless, let us ignore the negative relationship with greenhouse gas (GHG) radiative forcing, and assume the carbon dioxide (CO\(_2\)) relationship is valid. If atmospheric carbon dioxide concentrations have risen by ~110 ppmv since 1881 (i.e., 290→400 ppmv), this would imply that carbon dioxide (CO\(_2\)) is responsible for a warming of at most 0.0011 × 110 = 0.12°C over the 1881-2014 period, where 0.0011 is the slope of the line in Figure 29(a).

\(^{10}\) We have calculated this breakdown in the albedo components using the figures in Section 4 of Stephens et al. (2015).
Figure 29. Attempts to fit the residuals from the solar model using changes in greenhouse gas concentrations.

We can use this relationship to calculate the so-called “climate sensitivity” to carbon dioxide, i.e., the temperature response to a doubling of atmospheric carbon dioxide. According to this model, if atmospheric carbon dioxide concentrations were to increase by ~400 ppmv, this would contribute to at most $0.0011 \times 400 = 0.44^\circ C$ warming. That is, the climate sensitivity to atmospheric carbon dioxide is at most 0.44°C. We note that this estimate of the climate sensitivity is substantially less than predicted by current Global Climate Models, and disagrees with the conclusions of the most recent IPCC reports (Bindoff et al., 2013). However, it is quite similar to the 0.4°C estimate of Idso (1998). It is also worth noting that if we define the climate sensitivity in terms of a doubling of atmospheric carbon dioxide from pre-industrial concentrations, i.e., ~280 ppmv (as is sometimes done), then the climate sensitivity is further reduced to 0.31°C (i.e., $0.0011 \times 280$). This illustrates that, despite its popularity in the scientific literature (e.g., Bindoff et al., 2013), “climate sensitivity” can be a rather ambiguous metric (see e.g., Essex, 2011).

If we instead assume that changes in atmospheric carbon dioxide concentrations are predominantly responsible for the changes in Northern Hemisphere surface air temperature since 1881, then we can reverse the process and apply linear least squares fitting directly to the Northern Hemisphere composite – see Figure 30.

In this case, the attempted fit is considerably worse than the solar model in Figure 28. Statistically, this is apparent from the fact that the residuals (Figure 30c) contain noticeable “structure”, i.e., the residuals are not completely randomly distributed, but still have trends. In the Supplementary Information, we carry out the equivalent analysis using the calculated greenhouse gas (GHG) radiative forcing values, and obtain similar results.
Moreover, the trends in the residuals from these fits show some similarity to the Hoyt & Schatten Total Solar Irradiance reconstruction. So, in Figure 30d, we fitted the residuals to Hoyt & Schatten’s Total Solar Irradiance reconstruction using linear least squares fitting. Comparing Figure 28(a) and Figure 30(d), we can see that the expected temperature response to a change in Total Solar Irradiance has more than halved in this second model, i.e., the slope of the linear fit has been reduced from \( \sim 0.211°C/W\ m^2 \) to \( \sim 0.098°C/W\ m^2 \).

![Figure 30](image.png)

*Figure 30. As for Figure 28, but fitting using measured changes in atmospheric carbon dioxide (CO\(_2\)).*

Converting this result into the expected response to a solar Radiative Forcing of 1 W/m\(^2\), as before, implies a temperature response of \( \sim 0.55°C/W\ m^2 \), which is quite similar to the value of 0.5°C/W m\(^2\) assumed by Gray et al. (2010). Our model in Figure 30 also implies a larger temperature response to changes in atmospheric carbon dioxide than our model in Figure 28 & Figure 29: It implies that carbon dioxide (CO\(_2\)) is responsible for a warming trend of \( 0.0063 \times 110 = 0.69°C \) over the 1881-2014 period, where 0.0063 is the slope of the line in Figure 30(a). Moreover, according to this model, if atmospheric carbon dioxide concentrations were to increase by \( \sim 400 \) ppmv, this would contribute to \( 0.0063 \times 400 = 2.52°C \) warming. This is within the 1.5°C-4.5°C “likely” range of equilibrium climate sensitivities predicted by the CMIP5...
Global Climate Models (Bindoff et al., 2013), albeit in the lower half of the range. It is worth noting that, as before, if we define the climate sensitivity in terms of a doubling of atmospheric carbon dioxide from pre-industrial concentrations, this reduces the climate sensitivity to $0.0063 \times 280 = 1.76 \degree C$ warming. This reduced value would still be within the 1.5$\degree$-4.5$\degree$ “likely” CMIP5 range, but at the lower end.

![Figure 31. Comparison of the four different models to our Northern Hemisphere composite (land & ocean rescaled version).](image)

It follows that it is important to establish which of our fitted models is the most reliable. In Figure 31, we compare our Northern Hemisphere composite to our four different models, i.e.,

1. Fitting our Northern Hemisphere temperature composite only using atmospheric carbon dioxide (CO$_2$) concentrations
2. First fitting our Northern Hemisphere temperature composite using atmospheric carbon dioxide (CO$_2$) concentrations, and then fitting the residuals to changes in Total Solar Irradiance
3. Fitting our Northern Hemisphere temperature composite only using changes in Total Solar Irradiance
4. First fitting our Northern Hemisphere temperature composite using changes in Total Solar Irradiance, and then fitting the residuals to atmospheric carbon dioxide (CO$_2$) concentrations

The first two models describe our Northern Hemisphere composite rather poorly, while the latter two models describe the composite surprisingly well. The better fits of the latter models can be confirmed by comparing the $R^2$ correlation coefficients for the fits which are shown for each of the models in Figure 31, where $R^2$ is a statistic which varies from 0 (no correlation) to 1 (perfect correlation).

This suggests that, since at least 1881, Northern Hemisphere temperature trends have been primarily influenced by changes in Total Solar Irradiance, as opposed to atmospheric carbon dioxide concentrations. Note, however, that this result does not rule out a secondary contribution from atmospheric carbon dioxide. Indeed, the correlation coefficient for Model 4 is slightly better than Model 3 (i.e., ~0.50 vs. ~0.48). However, as we discussed above, this model (Model 4) suggests that changes in atmospheric carbon dioxide are responsible for a warming of at most ~0.12°C over the 1881-2014 period, i.e., it has so far only had at most a modest influence on Northern Hemisphere temperature trends.

From the above discussion, it appears that there is a quite strong correlation between the Hoyt & Schatten Total Solar Irradiance reconstruction and Northern Hemisphere surface air temperature trends once urbanization bias has been accounted for. However, as we discussed in Section 1.1, correlation does not imply causation. Therefore, it is important to consider which of our four types of correlations apply.

As we discussed in Section 1.1, if the correlation is either causal or commensal, then it should not make too much difference to our conclusions which of the two types it is. That is, if the changes in Total Solar Irradiance are caused by some other aspect of solar variability which commensally also has a strong influence on Northern Hemisphere temperature trends, then we can still conclude that Northern Hemisphere temperature trends are strongly influenced by “solar variability”, even if we do not know the exact form of solar variability that is involved.

We saw in Section 2 that there are quite a few subjective decisions which need to be made when constructing an estimate of the long term changes in solar activity, e.g., which of the satellite composites is most reliable (Section 2.1) and which (if any) of the solar proxies in Section 2.2 (e.g., those in Figure 4 and Figure 5) best capture the true trends in solar variability. Depending on these decisions, there are many different possible solar trend reconstructions, e.g., compare those in Figure 8. For these reasons, it is possible that the strong correlations between the Hoyt & Schatten reconstruction and our Northern Hemisphere composite might just be a coincidence.

In Section 3 we saw that there were also some approximations and decisions made in the construction of the Northern Hemisphere dataset which involve some subjectivity. For instance, although the adjustments we applied to our contiguous U.S. for siting biases were quite small (Figure 14), if it turns out that larger adjustments are necessary, this could slightly alter the trends for our U.S. estimate. Similarly, we noted in Section 3.4 that there are significant uncertainties over the relative magnitudes of the warm and cool periods for our Arctic regional temperature trend estimates. If these, or any other approximations or decisions were inappropriate, this could have left non-climatic biases in
one or more of our regional estimates. Depending on the net signs and magnitude of these potential biases, it is possible this could have coincidentally made the correlations in Figure 27 appear stronger than they actually are.

Still, the fact that the correlations exists for multiple, widely separated, regions within the Northern Hemisphere (i.e., contiguous U.S., China, Arctic and Ireland) suggests that it is probably not just a coincidental correlation. This is reinforced by the fact that the correlation seems quite strong over the entire length of the record (1881-2013), and outside that period, it continues to hold for the longer components, e.g., the Arctic component covers the period 1830-2013 (Figure 27). Moreover, the Hoyt & Schatten dataset was originally constructed in 1993 (Hoyt & Schatten, 1993). So, the fact that the correlation still seems to hold for the updated dataset with more than 20 years extra data (Scafetta & Willson, 2014) supports the idea that it is not just a coincidental correlation.

There is still the possibility that constructional correlations are involved, however. When Hoyt & Schatten (1993) initially constructed their dataset, part of their justification for using some of their solar proxies was that they had apparently shown some agreement with Northern Hemisphere temperature trends (Hoyt, 1979; Friis-Christensen & Lassen, 1991; Hoyt & Schatten, 1993). Therefore, it is plausible that this may have prematurely biased Hoyt & Schatten into believing their chosen proxies were more relevant than they were.

On the other hand, other researchers have used similar arguments to justify the use of other solar proxies which imply different trends from the proxies used by Hoyt & Schatten (1993). For instance, Reid (1991) argued that the solar cycle envelope derived from sunspot numbers is a better solar proxy, partly due to an apparent correlation to sea surface temperature trends, and Cliver et al. (1998) favoured the aa geomagnetic index partly on the basis of an apparent correlation to global temperature trends.

Second, the main justifications that Hoyt & Schatten based their choices on were physical grounds, i.e., they chose their various proxies because there are plausible links between the solar variability aspects they describe and changes in the long term Total Solar Irradiance (e.g., through changes in convective patterns). Also, by using multiple different solar proxies – each capturing a different aspect of solar variability – it is likely that the composite of them all has captured some of the key relevant underlying trends in solar activity.

Third, as discussed at the start of Section 5, while Hoyt & Schatten (1993) did note that their solar reconstruction seemed very well correlated to Northern Hemisphere temperature trends for most of their reconstruction, they found a divergence in the last few decades.

In addition, from Figure 8, it can be seen that other, independent, Total Solar Irradiance estimates imply similar trends to the Hoyt & Schatten dataset, e.g., Ammann et al. (2007)’s update to the Bard et al. (2000) estimate which was derived from cosmogenic nuclides.

Finally, from reading Hoyt & Schatten (1997) which describes Hoyt & Schatten’s approach in more detail, it appears that these authors were acutely aware of the dangers of constructional correlation, and made a conscious effort to try and avoid confirmation bias.
With this in mind, it is worth providing some discussion of the proposed mechanisms by which solar variability could be influencing Northern Hemisphere surface air temperatures. As this is a collaborative paper, the authors have slightly different explanations to explain the above results. So, we will provide two separate discussions below. However, we believe that both discussions may be complementary.

5.2. Soon’s proposed mechanisms: Dynamical considerations

As discussed earlier, one of us (WS) has already identified strong correlations between the updated Hoyt & Schatten solar reconstruction and temperature trends for three of the regions considered in Section 3, i.e., the Arctic (Soon, 2005; Soon, 2009), China (Soon et al., 2011) and the U.S. (Robinson et al., 2007). However, the results shown in Figure 27 now reveal that these correlations are not just regional, but apply to the entire Northern Hemisphere – once urbanization bias is accounted for.

With this in mind, it is worth investigating the mechanisms by which this strong solar influence on climate could be maintained across the Northern Hemisphere. We saw in Section 2.3 that much of the recent research into sun-climate relationships has focused on possible “solar amplification” mechanisms, due to the perception that there has not been enough solar variability to explain recent temperature trends. However, from the discussion in Section 5.1, we can see that this is not actually a problem – if the updated Hoyt & Schatten reconstruction is accurate.

Instead, an important issue which has yet to be resolved is the relative roles played by direct solar irradiance and indirect dynamical interactions between different climatic regions of the Earth. Additionally, if indirect mechanisms are a significant component, a better understanding of the dynamical interactions between different regions of the Earth could provide us with useful further insights into how and why the climate changes.

As explained in Section 5.1, changes in the average Total Solar Irradiance should directly influence surface air temperatures across the entire Northern Hemisphere simply as a result of the changes in direct solar irradiance. It seems likely that this direct solar influence is a major component for the correlations in Figure 27 (as MC & RC argue in Section 5.3). However, there is considerable evidence to suggest that indirect solar influences through various climatic feedbacks and/or interactions between different climatic “centers of climatic action” (Soon, 2009) could also be important components in the correlations, e.g.,

- A close inspection of the y-axes in Figure 27 reveals that the magnitude of the temperature trends is generally larger at higher latitudes, i.e., there is “polar amplification”. This implies a non-uniform solar influence on different climatic regions, suggesting that various feedback mechanisms (positive or negative) may be important.
- Several recent paleoclimatic studies have provided empirical evidence for time delays between solar activity forcing and certain climatic variables (e.g., Hormes et al. 2006; Eichler et al. 2009; Cruz-Rico et al., 2014). This suggests an important role for feedbacks which provide lagged indirect secondary climatic influences – see also Soon (2009).
Wyatt & Curry (2014) have noted that several important climatic indices seem to fluctuate at roughly the same quasi-periodic 50-80 year tempo, but that these indices are often out of phase with each other. They suggest that a sequence of feedbacks allow climatic signals to slowly propagate through the climate system over multidecadal timescales. Although, it must be noted that this “stadium wave hypothesis” is being debated – e.g., Mann et al. (2014) vs. Kravtsov et al. (2014).

Several studies have indicated that the Arctic and North Atlantic are particularly important centers of climatic action as a result of the various interconnected interactions between sea level pressures, the associated wind fields, Arctic sea ice patterns and the Atlantic Ocean circulation (e.g., Dima & Lohmann, 2007; van Loon et al., 2012; Courtillot et al., 2013; Wyatt & Curry, 2014; Klöwer et al., 2014; McCarthy et al., 2015). Soon (2009) describes a framework by which these multiple factors can interact to amplify the direct solar influence of changing Total Solar Irradiance on the Arctic, through several important feedback mechanisms.

Soon & Legates (2013) noted that changes in the so-called Equator to Pole Temperature Gradient (EPTG) are also strongly correlated to the updated Hoyt & Schatten Total Solar Irradiance reconstruction. Although the poles are obviously colder than the Equator, the exact magnitudes of the differences between temperatures at different latitudes varies over time, and the EPTG is a useful metric for describing these variations. Several researchers have proposed that small changes in the EPTG could induce quite substantial changes on the atmospheric and oceanic circulation, and thereby factors that influence the EPTG can be a major indirect driver of global climate change (e.g., Lindzen, 1994; Davis & Brewer, 2011).

Specifically, if changes in the Total Solar Irradiance alter the EPTG, this will alter the atmospheric heat and moisture transport from the tropics to the Arctic. This will in turn influence the export of Arctic sea ice into the North Atlantic, and thereby alter both the thermal and saline components of the North Atlantic thermohaline circulation, including the Atlantic Meridional Overturning Circulation. This provides an indirect north-south link between solar-induced changes in the Arctic and the lower latitudes.

Direct monitoring of the Atlantic Meridional Overturning Circulation only began in 2004. So, studying the long-term variations in this circulation system generally involves estimating trends from related variables for which longer records are available, e.g., Klöwer et al. (2014). However, climate model simulations of an idealised Earth subjected to a sinusoidally-varying solar input (periods of either 60 or 100 years) by Park & Latif (2012) suggest that solar variability could induce a “rather complex and nonlinear” response on the Atlantic Meridional Overturning Circulation.

Soon et al. (2011) noted that the circumglobal teleconnection pattern described by Ding & Wang (2005) also provides an important east-west link between the various climatic regions across the Eurasian continent, via the jet streams. This could provide an important mechanism for linking the Northern Hemisphere climatic systems longitudinally. Ding & Wang (2005) suggest that this circumglobal teleconnection also interacts with the El Niño-Southern Oscillation (ENSO), via the Indian summer monsoon, thereby providing additional links between the Northern and Southern Hemispheres, although that is beyond the scope of this paper.
5.3. Connolly & Connolly’s proposed mechanisms

Two of us (MC & RC) have recently written a series of three companion papers providing new insights into the physics of the Earth’s atmosphere (Connolly & Connolly, 2014f; Connolly & Connolly, 2014g; Connolly & Connolly, 2014h). Although the findings in these papers are not exclusively related to understanding possible solar-terrestrial climate links, they may provide plausible mechanisms by which such links could occur.

In Paper 1 (Connolly & Connolly, 2014f), we identified a previously-overlooked phase change associated with the troposphere/tropopause transition. When this phase change is taken into account, it is found that most of the atmospheric temperature profile from the ground to at least the mid-stratosphere can be explained in terms of the properties of the bulk gases (N₂, O₂ and Ar) and water vapour (H₂O). This implies that the troposphere and stratosphere are roughly in Thermodynamic Equilibrium with each other, as opposed to being only in Local Thermodynamic Equilibrium, as implicitly assumed by the current climate models.

Although the variability in the ultraviolet (UV) region of the Total Solar Irradiance seems to be quite substantial relative to the lower frequencies, most of the ultraviolet irradiance is absorbed in the stratosphere. As a result, it had been assumed that this ultraviolet variability would not directly influence tropospheric temperatures (e.g., Haigh et al., 2010; Gray et al., 2010; Lean & DeLand, 2012) – see Section 2.3. However, if the troposphere and stratosphere are in Thermodynamic Equilibrium with each other, then this relatively high variability in the ultraviolet regions could directly influence tropospheric climate.

In Paper 2 (Connolly & Connolly, 2014g), we argue that this phase change is associated with the formation of multimers of oxygen and/or nitrogen above the troposphere. If this is correct, this has several implications:

a) Our calculations suggest that the phase conditions corresponding to the thermodynamic stability of multimers could be influenced by both solar variability and variability in the geomagnetic field. Therefore, it is plausible that changes in either of these factors could alter the region of the atmosphere over which multimers occur.

b) In Paper 1, we showed that the altitude at which the phase change occurs directly affects the air temperature at ground level. Therefore, if solar variability influences the phase change conditions, this could directly change the average Northern Hemisphere surface air temperatures.

c) In Paper 2, we argue that rapid changes in the altitude at which the phase change occurs at a given location are responsible for the direction and path of the jet streams. The path and direction of the jet streams has been found to indirectly influence regional climate in the lower troposphere, e.g., regional surface air temperatures. It has also been suggested that the jet streams are influenced by solar variability (e.g., Haigh, 1996).

The conventional mechanisms for thermal energy transmission (i.e., conduction, enthalpic convection and radiation) and mechanical energy transmission (i.e., kinetic convection) do not appear to be rapid enough to keep the troposphere and stratosphere in Thermodynamic
Equilibrium with each other. This is why it was implicitly assumed they were only in Local Thermodynamic Equilibrium. However, in Paper 3 (Connolly & Connolly, 2014), we note that the current atmospheric models fail to account for an additional “through-mass” mechanical energy transmission mechanism, which is distinct from the “with-mass” mechanism of kinetic convection. Within the conventional thermal energy transmission mechanisms, conduction is a “through-mass” mechanism, i.e., the thermal energy is transmitted through the mass without the mass itself having to move, while enthalpic convection is a “with-mass” mechanism, i.e., the thermal energy is transported with the mass (in other words, through the movement of the air). Our laboratory measurements of the relative rates of these energy transmission mechanisms in air indicate that, although the thermal “through-mass” mechanism (i.e., conduction) only plays a negligible role in the atmosphere (since air is a poor conductor), “through-mass” mechanical energy transmission is actually a very rapid mechanism for transmitting energy throughout the atmosphere (and probably throughout other fluids, e.g., the oceans). This could explain why the troposphere and stratosphere appear to be in Thermodynamic Equilibrium with each other.

6. Conclusions

We have constructed a new estimate of Northern Hemisphere surface air temperature trends derived from mostly rural stations – thereby minimizing the problems introduced to previous estimates by urbanization bias. Similar to previous estimates, our composite implies warming trends during the periods 1880s-1940s and 1980s-2000s. However, this new estimate implies a more pronounced cooling trend during the 1950s-1970s. As a result, the relative warmth of the mid-20th century warm period is comparable to the recent warm period – a different conclusion to previous estimates.

Although our new composite implies different trends from previous estimates, we note that it is compatible with Northern Hemisphere temperature trends derived from (a) sea surface temperatures; (b) glacier length records; (c) tree ring widths. However, the recent multi model means of the CMIP5 Global Climate Model hindcasts failed to adequately reproduce the temperature trends implied by our composite, even when they included both “anthropogenic and natural forcings”.

One reason why the hindcasts might have failed to accurately reproduce the temperature trends is that the solar forcings they used all implied relatively little solar variability. However, in this paper, we carried out a detailed review of the debate over solar variability, and revealed that considerable uncertainty remains over exactly how the Total Solar Irradiance has varied since the 19th century.

When we compared our new composite to one of the high solar variability reconstructions of Total Solar Irradiance which was not considered by the CMIP5 hindcasts (i.e., the Hoyt & Schatten reconstruction), we found a remarkably close fit. If the Hoyt & Schatten reconstruction and our new Northern Hemisphere temperature trend estimates are accurate, then it seems that most of the temperature trends since at least 1881 can be explained in terms of solar variability, with atmospheric greenhouse gas concentrations providing at most a minor contribution. This contradicts the claim by the latest Intergovernmental Panel on Climate Change (IPCC) reports that most of the temperature trends since the 1950s are due to changes in atmospheric greenhouse gas concentrations (Bindoff et al., 2013).
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